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Abstract. Plasma science is rich in distinguishable scales ranging from the atomic
to the galactic to the meta-galactic, i.e., the mesoscale. Thus plasma science has
an important contribution to make in understanding the connection between micro-
scopic and macroscopic phenomena. Plasma is a system composed of a large number
of particles which interact primarily, but not exclusively, through the electromag-
netic field. The problem of understanding the linkages and couplings in multi-scale
processes is a frontier problem of modern science involving fields as diverse as plasma
phenomena in the laboratory to galactic dynamics.

Unlike the first three states of matter, plasma, often called the fourth state of
matter, involves the mesoscale and its interdisciplinary founding have drawn upon
various subfields of physics including engineering, astronomy, and chemistry. Basic
plasma research is now posed to provide, with major developments in instrumenta-
tion and large-scale computational resources, fundamental insights into the proper-
ties of matter on scales ranging from the atomic to the galactic. In all cases, these
are treated as mesoscale systems. Thus, basic plasma research, when applied to the
study of astrophysical and space plasmas, recognizes that the behavior of the near-
earth plasma environment may depend to some extent on the behavior of the stellar
plasma, that may in turn be governed by galactic plasmas. However, unlike laborato-
ry plasmas, astrophysical plasmas will forever be inaccessible to in situ observation.
The inability to test concepts and theories of large-scale plasmas leaves only virtual
testing as a means to understand the universe. Advances in in computer technolo-
gy and the capability of performing physics first principles, fully three-dimensional,
particle-in—cell simulations, are making virtual testing a viable alternative to verify
our predictions about the far universe.

The first part of this paper explores the dynamical and fluid properties of the
plasma state, plasma kinetics, and the radiation emitted from plasmas. The second
part of this paper outlines the formulation for the particle-in-cell simulation of astro-
physical plasmas and advances in simulational techniques and algorithms, as-well-as
the advances that may be expected as the computational resource grows to petaflop
speed/memory capabilities.
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1. “In-Situ” Observation of Astrophysical and Space
Plasmas via Computer Simulation

While it is thinkable that our ability to make in situ measurements can
perhaps be extended to the nearest stars, most of the universe beyond
a few parsecs will be beyond the reach of our spacecraft forever.

From one’s unaided view of the clear night sky, it is tantalizing
to believe that the physics of the universe can be unfolded from the
observable stars, which may be up to kiloparsecs away, or from the
fuzzy “nebula” such as the galaxy M31, nearly a megaparsec away.
Our experience in unfolding energetic events in our own solar system
suggests otherwise.

The inability to make in situ observations places a severe constraint
on our ability to understand the universe, which is to say, astrophysi-
cal and space plasmas, even when the full electromagnetic spectrum is
available to us. Only in the last 2% decades, after satellites monitored
our near-earth environment and spacecraft discovered and probed the
plasma magnetospheres of the planets, could we begin to get a true
picture of the highly-energetic processes occurring everywhere in the
solar system. These plasma processes included large-scale magnetic-
field-aligned currents and electric fields and their role in the transport
of energy over large distances. The magnetospheres of the planets are
invisible in the visual octave (400-800 nm) and from earth cannot even
be positively identified in the X ray and gamma ray regions, which
cover 10 times as many octaves and have more than 1,000 times the
bandwidth as the visual octave. Only in the low frequency radio region
is there a hint of the presence of quasi-static electric fields which accel-
erate charged particles in the magnetospheres of the planets.

As the properties of plasma immediately beyond the range of space-
craft are thought not to change, it must be expected that plasma
sources of energy and the transport of that energy via field-aligned
currents exist at even larger scales than that found in the solar system.
How then are we to identify these mechanisms in the distant universe?

The advent of particle-in-cell (PIC) simulation of cosmic plasmas
on large computer systems ushered in an era whereby in situ obser-
vation in distant or inaccessible plasma regions is possible. While the
first simulations were simple, with many physics issues limited by con-
straints in computer speed and memory, it is now possible to study the
full three-dimensional, fully-electromagnetic evolution of magnetized
plasma over a very large range of sizes. In addition, PIC simulations
have matured enough to contain Monte Carlo collisional scattering and
energy loss treatments, conducting sheets or surfaces, dielectric regions,
space-charge-limited emission from surfaces and regions, and electro-
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magnetic wave propagation. Since a simulation involves the motion of
charge or mass particles according to electromagnetic or gravitational
forces, all in situ information is available to the simulationist.

If the simulation correctly models the cosmic plasma object under
study, replication of observations over the entire electromagnetic spec-
trum should be expected, to the extent that the model contains suffi-
cient temporal and spatial resolution.

However, before the simulationist can model a particular problem
of astrophysical or space plasma interest, fundamental knowledge is
required about the nature of the plasma state under study, its charac-
teristic properties and behavior, its evolution, but perhaps most impor-
tantly, its mesoscale physics especially in regards to plasmas of larg-
er dimensions which are most probably the source of energy of the
observed radiation.

2. The Plasma State
2.1. PLASMA

Plasma consists of electrically charged particles that respond collective-
ly to electromagnetic forces. The charged particles are usually clouds or
beams of electrons or ions, or a mixture of electrons and ions, but also
can be charged grains or dust particles. Cosmic plasma is also at tem-
peratures comparable to or higher than that in the interior of stars. At
these temperatures, only the constituent building blocks of light atoms
exist: positively charged bare nuclei and negatively charged free elec-
trons. The name plasma is also properly applied to ionized gases at
lower temperatures where a considerable fraction of neutral atoms or
molecules are present.

While all matter is subject to gravitational forces, the positively
charged nuclei, or ions, and the negatively charged electrons of plasmas
react strongly to electromagnetic forces, as formulated by Oliver Heav-
iside (1850-1925),! but now called Maxwell’s Equations, after James
Clerk Maxwell (1831-1879),2

0B
-B-t———VXE (1)

I QOliver Heaviside was the first to reduce Maxwell’s 20 equations in 20 variables
to the two equations 1 and 2 in vector field notation. For some years Eqgs. 1- 4
were known as the Hertz-Heaviside Equations, and later A. Einstein called them the
Maxwell-Hertz Equations. Today, only Maxwell’s name is mentioned [Nahin 1988].

2 These are “rewritten” in update form ideal for programming. This also empha-
sizes the causality correctly: curl E is the cause of changes in B, curl H is the cause
of changes in D.
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and the equation of motion due to Hendrik Antoon Lorentz (1853-

1928),

d dr

& (mv) = q(B+vx B); 5 = (5)
The quantities D = ¢E and B = pH are the constitutive relations
between the electric field E and the displacement D and the magnetic
induction B and magnetic intensity H, p and € are the permeability
and permittivity of the medium, respectively, and p and j are the charge
and current densities, respectively.? The mass and charge of the particle
obeying the force law (Eq. 5) are m and g, respectively.

Because of their strong interaction with electromagnetism, plasmas
display a complexity in structure and motion that far exceeds that
found in matter in the gaseous, liquid, or solid states. For this rea-
son, plasmas, especially their electrodynamic properties, are far from
understood. Irving Langmuir; (1881-1957), the electrical engineer and
Nobel chemist, coined the term plasma in 1923, probably borrowing
the term from medical science to describe the collective motions that
gave an almost lifelike behavior to the ion and electron regions with
which he experimented. Langmuir was also the first to note the sep-
aration of plasma into cell-like regions separated by charged particle
sheaths. Today, this cellular structure is observed wherever plasmas
with different densities, temperatures, magnetic field strengths, chem-
ical constituencies, or matter—antimatter plasmas come in contact.

Plasmas need not be neutral (i.e., balanced in number densities of
electrons and ions). Indeed, the study of pure electron plasmas and even
positron plasmas, as well as the electric fields that form when electrons
and ions separate, are among the most interesting topics in plasma
research today. In addition to cellular morphology, plasmas often dis-
play a filamentary structure. This structure derives from the fact that
plasma, because of its free electrons, is a good conductor of electricity,
far exceeding the conducting properties of metals such as copper or
gold. Wherever charged particles flow in a neutralizing medium, such
as free electrons in a background of ions, the charged particle flow or
current produces a ring of magnetic field around the current, pinching
the current into filamentary strands of conducting currents.

1

8 In free space € = ey = 8.8542 ~ 107'% farad m™' and p = po = 47 ~ 1077

henry m~1.
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Figure 1. The remarkable range of temperatures and densities of plasmas is illus-
trated by this chart. In comparison, solids, liquids, and gases exist over a very small
range of temperatures and pressures. In “solid” metals, the electrons that carry an
electric current exist as a plasma within the more rigid crystal structure.

Matter in the plasma state can range in temperature from hundreds
of thousands of electronvolts (1 eV = 11,605 degrees absolute) to just
one-hundredth of an electronvolt. In density, plasmas may be tenuous,
with just a few electrons present in a million cubic centimeters, or
they may be dense, with more than 10%° electrons packed per cubic
centimeter (Figure 1). Nearly all the matter in the universe exists in
the plasma state, occurring predominantly in this form in the Sun and
stars and in interstellar space. Auroras, lightning, and welding arcs are
also plasmas. Plasmas exist in neon and fluorescent tubes, in the sea
of electrons that moves freely within energy bands in the crystalline
structure of metallic solids, and in many other objects.

Above all, plasmas are prodigious producers of electromagnetic radi-
ation; from the highest energy gamma rays, to microwaves, to extreme-
ly low frequencies which, in our time frame may be considered to be
practically dc.
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2.9. THE PHYSICAL SiZEs AND CHARACTERISTICS OF PLASMAS IN
THE UNIVERSE

Volume-wise, 99.999% of all the observable matter in the universe exists
in the plasma state.

2.2.1. Plasmas on Earth

On the earth, plasmas are found with dimensions of microns to meters,
that is, sizes spanning six orders of magnitude. The magnetic fields
associated with these plasmas range from about 0.5 gauss (the earth’s
ambient field) to megagauss field strengths. Plasma lifetimes on earth
span 12 to 19 orders of magnitude: Laser produced plasmas have prop-
erties measurable in picoseconds, pulsed power plasmas have nanosec-
ond to microsecond lifetimes, and magnetically confined fusion oriented
plasmas persist for appreciable fractions of a second. Quiescent plas-
ma sources, including fluorescent light sources, continuously produce
plasmas whose lifetimes may be measured in hours, weeks, or years,
depending on the cleanliness of the ionization system or the integrity
of the cathode and anode discharge surfaces.

Lightning is a natural plasma resulting from electrical discharges
in the earth’s lower troposphere. Such flashes are usually associated
with cumulonimbus clouds but also occur in snow and dust storms,
tornadoes, active volcanos, nuclear explosions, and ground fracturing.
The maximum time duration of a lightning flash is about 2 s in which
peak currents as high as 200 kA can occur. The conversion from air
molecules to a singly ionized plasma occurs in a few microseconds, with
hundreds of megajoules of energy dissipated and plasma temperatures
reaching 3 eV. The discharge channel avalanches at about one-tenth the
speed of light, and the high current carrying core expands to a diameter
of a few centimeters. The total length of the discharge is typically 2-
3 km, although cloud-to-cloud discharges can be appreciably longer.
Lightning has been observed on Jupiter, Saturn, Uranus, and Venus.
The energy released in a single flash on earth, Venus, and Jupiter is
typically 6 x 108 J, 2 x 1010 J, and 2.5 x 10'2 J, respectively.

Nuclear driven atmospheric plasmas were a notable exception to
the generally short-lived energetic plasmas on earth. For example, the
1.4 megaton (5.9 x 10% J) Starfish detonation, 400 km above John-
ston Island, on July 9, 1962, generated plasma from which artificial
Van Allen belts of electrons circulating the earth were created. These
electrons, bound at about 1.2 earth-radii in a 0.175 G field, produced
synchrotron radiation whose decay constant exceeded 100 days.
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2.2.2. Near-Farth Plasmas ;

The earth’s ionosphere and magnetosphere constitute a cosmic plasma
system that is readily available for extensive and detailed in situ obser-
vation and even active experimentation. Its usefulness as a source of
understanding of cosmic plasmas is enhanced by the fact that it con-
tains a rich variety of plasma populations with densities ranging from
more than 108 ¢cm™3 to less than 1072 cm™3, and temperatures from
about 0.1 €V to more than 10 keV.

The earth’s magnetosphere is that region of space defined by the
interaction of the solar wind with the earth’s dipole-like magnetic field.
It extends from approximately 100 km above the earth’s surface, where
the proton neutral atom collision frequency is equal to the proton
gyrofrequency, to about ten earth radii (~ 63,800 km) in the sunward
direction and to several hundred earth radii in the anti-sunward direc-
tion.

First detected by radio waves and then by radar, the ionosphere is
a layered plasma region closest to the surface of the earth whose prop-
erties change continuously during a full day. First to be identified was
a layer of molecular ionization, called the F layer. This region extends
over a height range of 90-140 km and may have a nominal density of
10° cm ™2 during periods of low solar activity. A D region underlies this
with a nominal daytime density of 10° cm™3. Overlaying the E region
is the F layer of ionization, the major layer of the ionosphere, start-
ing at about 140 km. In the height range 100-150 km, strong electric
currents are generated by a process analogous to that of a convention-
al electric generator, or dynamo. The region, in consequence, is often
termed the dynamo region and may have densities of 106 cm™3. The F
layer may extend 1,000 km in altitude where it eventually merges with
the plasmas of the magnetopause and solar wind.

The interaction of the supersonic solar wind with the intrinsic dipole
magnetic field of the earth forms the magnetosphere whose bound-
ary, called the magnetopause, separates interplanetary and geophysi-
cal magnetic fields and plasma environments. Upstream of the magne-
topause a, collisionless bow shock is formed in the solar wind-magneto-
sphere interaction process. At the bow shock the solar wind becomes
thermalized and subsonic and continues its flow around the magneto-
sphere as magnetosheath plasma, ultimately rejoining the undisturbed
solar wind.

In the anti-solar direction, observations show that the earth’s mag-
netic field is stretched out in an elongated geomagnetic tail to dis-
tances of several hundred earth radii. The field lines of the geomagnet-
ic tail intersect the earth at high latitudes (=~ 60° — 75°) in both the
northern and southern hemisphere (polar horns), near the geomagnetic
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poles. Topologically, the geomagnetic tail roughly consists of oppositely
directed field lines separated by a “neutral” sheet of nearly zero mag-
netic field. Surrounding the neutral sheet is a plasma of “hot” particles
having a temperature of 1-10 keV, density of ~0.01-1 ecm ™3, and a bulk
flow velocity of a few tens to a few hundreds of km s~h

Deep within the magnetosphere is the plasmasphere, a population of

cold (< 1 eV) ionospheric ions and electrons corotating with the earth.

2.2.3. Plasmas in the Solar System

The space environment around the various planetary satellites and rings
in the solar system is filled with plasma such as the solar wind, solar
and galactic cosmic rays (high energy charged particles), and particles
trapped in the planetary magnetospheres. The first in situ observations
of plasma and energetic particle populations in the magnetospheres of
Jupiter, Saturn, Uranus, Neptune, and Titan were made by the Voy-
ager 1 and 2 spacecraft from 1979 to 1989. Interplanetary spacecraft
have identified magnetospheres around Mercury, Venus, Jupiter, Sat-
urn, Uranus, and Neptune.

Comets also have “magnetospheres.” The cometosheath, a region
extending about 1.1x 108 km (for Comet Halley), consists of decelerated
plasma, of density and temperature T, ~ 1.5 eV. The peak magnetic
field strength found in Comet Halley was 700-800 mG. Confirmation
that pinched Birkeland currents also occur in cometary magntospheres
was obtained by the detection of X rays from Comet Hyakutake in
1996.

Excluding the Sun, the largest organized structures found in the
solar system are the plasma tori around Jupiter and Saturn. The Jupiter-
To plasma torus is primarily filled with sulphur ions at a density of
3 x 10° cm~3. An immense weakly ionized hydrogen plasma torus has
been found to encircle Saturn, with an outer diameter 25 times the
radius of the planet and an inner diameter of about fifteen Saturn
radii.

2.2.4. Transition Regions in the Solar System

Examples of transition regions include the boundary layers found in
planetary and comet magnetospheres. Transition regions between plas-
mas of different densities, temperatures, magnetization, and chemical
composition offer a rich variety of plasma phenomena in the solar sys-
tem [Eastman 1990].

2.2.5. Solar, Stellar, and Interstellar Plasmas
The nuclear core of the Sun is a plasma at about a temperature of
1.5 keV. Beyond this, our knowledge about the Sun’s interior is highly
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uncertain. Processes which govern the abundange of elements, nuclear
reactions, and the generation mechanism and strength of the interior
magnetic fields, are incompletely known.

We do have information about the Sun’s surface atmospheres that
are delineated as follows: the photosphere, the chromosphere, and the
inner corona. These plasma layers are superposed on the Sun like onion
skins. The photosphere (T ~ 0.5 eV) is only a very weakly ionized atmo-
sphere, the degree of ionization being 10~% — 107° in the quiet regions
and perhaps 1076 — 10~7 in the vicinity of sunspots. The chromosphere
(T ~ 4 eV) extends 5,000 km above the photosphere and is a transi-
tion region to the inner corona. The highly ionized inner corona extends
some 10° km above the photosphere. From a plasma physics point of
view, the corona is perhaps the most interesting region of the Sun. The
corona is the sight of explosively unstable magnetic-field configurations,
X ray emission, and plasma temperatures in the range 70-263 eV.4 The
source of this heating is uncertain.’

Solar flares resulting from coronal instabilities raise temperatures to
10-30 keV and produce relativistic streams of electrons and protons.
Particles accelerated outward produce radio interference at the earth.
Protons accelerated inward collide with ions in the Sun’s atmosphere to
produce nuclear reactions, whose gamma rays and neutrons have been
detected from spacecraft. Solar flares consist of plasma at a temperature
of about 1 keV to 10 keV. Although flares represent the most intense
energy dissipation of any form of solar activity, releasing energy in the
form of gamma rays, X rays, and microwaves, the active sun has many
other plasma manifestations.

These include sunspots, photospheric faculae, chromospheric and
transition region plages, large coronal loops, and even larger scale coro-

4 One of the Sun’s outstanding problems is the temperature of the corona. The
temperature rises steadily in the chromosphere, then jumps abruptly in the corona
to a level 300 times hotter than the surface. That the Sun is a plasma and not just
a hot gaseous object is illustrated by the fact that the temperature increases away
from its surface, rather than cooling as dictated by the thermodynamic principle for
matter in the nonplasma state.

5 For decades the preferred explanation has been that energy flows from the Sun’s
surface to the corona in the form of sound waves generated by convective upswelling
motions. However, space-based ultraviolet observations proved that sound waves do
not carry energy as high as the corona. One mechanism that may produce coronal
heating is electron beams produced in double layers in coronal loops. These are
expected to accelerate electrons to energies comparable to those in the corona. Gen-
erally, the term acceleration refers to the preferential gain of energy by a population
of electrons and ions, while heating is defined as the bulk energization of the ambi-
ent plasma. Paraphrasing Kirchoff that “heating is a special kind of acceleration,”
one may argue, since heating and acceleration are always present in flares and in
laboratory relativistic electron beams, that electron beam instabilities may be the
source of coronal heating.
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nal streamers and occasional coronal mass ejections. In addition, promi-
nences (referred to as filaments when seen in H, absorption on the disk)
frequently form between opposite magnetic polarities in active regions
of the sun. These phenomena are dynamic, on time scales ranging from
seconds to the complete solar magnetic cycle of 22 years.

The outer corona and solar wind form the heliosphere. At one astro-
nomical unit the solar wind has a plasma density 5 < n < 60 cm-3 and
a velocity of 200 < vg, < 800km s~!. Its temperature can be as high as
50 eV, while B may reach 200 mG. The outer heliosphere has a plas-
ma density 1073 < n < 107! cm3, a temperature 107 < T < 10 eV,
and a magnetic field strength ~ 1 mG. The local interstellar medium
is characterized by 1072 < n < 1, a temperature of order 1 eV, and
magnetic field strength 1 < B < 20uG.

The rotating sun, coupled with its continual radial ejection of plas-
ma, twists its magnetic field (that is referred to as the interplanetary
magnetic field or IMF) into a classical Archimedean spiral. Measure-
ments have confirmed that the interplanetary magnetic field is directed
toward the sun in certain regions of the solar system and away from
the sun in other regions. These regions are separated by a very sharp
boundary layer that is interpreted as a current layer. In this situation,
the planets find themselves sometimes in a region where the field has
a strong northward component and sometimes where it has a strong
southward component. :

Stellar plasmas have not only the dimension of the star, 0.3 X 108
km to 10® km, but also the stellar magnetospheres, a remnant of the
interstellar plasma that the star and its satellites condensed out of.
The surface temperatures vary from about 0.3 to 3 eV. Estimates of
the magnetic fields range from a few gauss to tens of kilogauss or more
for magnetic variable stars.

Stellar winds occur in stars of many types, with wind properties
probably connected with stellar magnetism.

2.2.6. Galactic and FEztragalactic Plasmas
Dark clouds within our Galaxy have dimensions of 10® km and micro-
gauss strength magnetic fields.

The Galactic plasma has an extent equal to the dimensions of our
Galaxy itself; ~35 kpc or 102! m. The most salient feature of the Galac-
tic plasma are 107% G poloidal-toroidal plasma filaments extending
nearly 250 light years (60 pc, 1.8 x 10'® m) at the Galactic center.
The vast regions of nearly neutral hydrogen (HI regions) found in the
Galaxy and other galaxies are weakly ionized plasmas. These regions
extend across the entire width of the galaxy and are sometimes found
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between interacting galaxies. They are detected by the 21 cm radiation
they emit.

Galaxies may have bulk plasma densities of 10~ ¢cm™3; groups of
galaxies, 3 x 1072 cm™>; and rich clusters of galaxies, 3 x 1072 em~3.

By far the single largest plasmas detected in the Universe are those
of double radio galaxies. In size, these sources extend hundreds of kilo-
parsecs (102! — 10?2 m) to a few megaparsecs (10%2 — 10?3 m). Double
radio galaxies are thought to have densities of 1072 em ™3 and magnetic
fields of the order of 107 G.

2.3. REGIONS OF APPLICABILITY OF PLASMA PHYSICS

The degree of ionization in interplanetary space and in other cosmic
plasmas may vary over a wide range, from fully ionized to degrees of
ionization of only a fraction of a percent.® Even weakly ionized plasma
reacts strongly to electromagnetic fields since the ratio of the electro-
magnetic force to the gravitational force is 39 orders of magnitude. For
example, although the solar photospheric plasma has a degree of joniza-
tion as low as 1074, the major part of the condensible components is still
largely ionized. The “neutral” hydrogen (HI) regions around galaxies
are also plasmas, although the degree of ionization is only 1074, Most
of our knowledge about electromagnetic waves in plasmas derives from
laboratory plasma experiments where the gases used have a low degree
of ionization, 1072-1076.

Because electromagnetic fields play such an important role in the
electrodynamics of plasmas, and because the dynamics of plasmas are
often the sources of electromagnetic fields, it is desirable to determine
where within the universe a plasma approach is necessary. We first
consider the magnetic field. The criterion for neglecting magnetic effects
in the treatment of a problem 'in gas dynamics is that the Lundquist
parameter is much less than unity,

_ u!?0Bl,

L, =
N

where [, is a characteristic length of the plasma and py, is the mass
density. As the conductivity of known plasmas generally varies only
over about four orders of magnitude, from 10? to 10° siemens/m, the
value of is largely dependent on the strength of B in the plasma.

The variation of B in plasmas can be 18 orders of magnitude, from
microgauss strengths in intergalactic space to perhaps teragauss lev-
els in the magnetospheres of neutron sources. On earth, magnetic field

<1 (6)

6 The degree of ionization is defined as ny/(no + np) where n, is the plasma
density and no is the density of neutral particles.
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strengths can be found from about 0.5 gauss (0.5 x 1074 T) to 107 gauss
(10 T) in pulsed-power experiments; the outer planets have magnetic
fields reaching many gauss, while the magnetic fields of stars are 30-40
kG (3-4 T). Large scale magnetic fields have also been discovered in
distant cosmic objects. The center of the Galaxy has milligauss mag-
netic field strengths stretching 60 pc in length. Similar strengths are
inferred from polarization measurements of radiation recorded for dou-
ble radio galaxies. No rotating object in the universe, that is devoid of
a magnetic field, is known.

In cosmic problems involving planetary, interplanetary, interstel-
lar, galactic, and extragalactic phenomena, L, is usually of the order
10'® — 10%0. In planetary ionospheres falls below unity in the £ layer.
Neglecting lightning, planetary atmospheres and hydrospheres are the
only domains in the universe where a nonhydromagnetic treatment of
fluid dynamic problems is justified.

2.3.1. Field-Aligned Currents in Astrophysical Plasmas

As far as we know, most cosmic low density plasmas also depict a
filamentary structure. For example, filamentary structures are found in
the following cosmic plasmas, all of which are observed or are likely to
be associated with electric currents:

1. In the aurora, filaments parallel to the magnetic field are often
observed. These can sometimes have dimensions down to about
100 m.

2. Inverted V events and the in-situ measurements of strong electric
fields in the magnetosphere (10° — 105 A, 10® m) demonstrate the
existence of filamentary structures.

3. In the ionosphere of Venus, “flux ropes”, whose filamentary diam-
eters are typically 20 km, are observed.

4. In the sun, prominences (10! A), spicules, coronal streamers, polar
plumes, etc., show filamentary structure whose dimensions are of
the order 107 — 10% m.

5. Cometary tails often have a pronounced filamentary structure.

6. In the interstellar medium and in interstellar clouds there is an
abundance of filamentary structures [e.g., the Veil nebula, the Lagoon
nebula, the Orion nebula, and the Crab nebula).

7. The center of the Galaxy, where twisting plasma filaments, appar-
ently held together by a magnetic field possessing both azimuthal
and poloidal components, extend for nearly 60 pc (10'® m).
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8. Within the radio bright lobes of double radio galaxies, where fila-
ment lengths may exceed 20 kpc (6 x 10%° m).

9. In extended radio sources and synchrotron emitting jets [Gouveia
Dal Pino and Olpher 1989]

Regardless of scale, the motion of charged particles produces a self-
magnetic field that can act on other collections of particles or plasmas,
internally or externally. Plasmas in relative motion are coupled via
currents that they drive through each other. Currents are therefore
expected in a universe of inhomogeneous astrophysical plasmas of all
sizes.

3. Dynamical Characteristics of Plasmas

It is the global dynamics and systematic interactions of astrophysical
plasmas that allow energy to be conveyed over great distances. The evo-
lution of cosmic plasma that includes its structuring into cells results
in a relative motion, however slow, of plasma clouds whose dimensions
may be measured in hundreds or megaparsecs or gigaparsecs. All plas-
ma clouds may be considered a system: they are coupled by electrical
currents (charged particles beams) they induce in each other. These
beams are the source of energy transfer from large, slow moving plas-
ma to smaller plasma regions that may release the energy abruptly or
cause local plasmas to pinch to the condense state.

3.1. PowER GENERATION AND TRANSMISSION

On earth, power is generated by nuclear and nonnuclear fuels, hydro
and solar energy, and to a much lesser extent, by geothermal sources
and magnetohydrodynamic generators. Always, the location of the sup-
ply is not the location of major power usage or dissipation. Transmis-
sion lines are used to convey the power generated to the load region.
As an example, abundant hydroelectric resources in the Pacific North-
west of the United States produce power (~1,500 MW) that is then
transmitted to Los Angeles, 1,330 km away, via 800 kV high-efficiency
dc transmission lines. In optical and infrared emission, only the load
region, Los Angeles, is visible from the light and heat it dissipates in
power usage. The transmission line is invisible.

This situation is also true in space. With the coming of the space age
and the subsequent discovery of magnetospheric-ionospheric electrical
circuits, Kirchoff’s circuit laws were suddenly catapulted to dimensions
eight orders of magnitude larger than that previously investigated in
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the laboratory and nearly four orders of magnitude greater than that
associated with the longest power distribution systems on earth.

On earth, transmission lines consist of metallic conductors or waveg-
uides in which energy is made to flow via the motion of free electrons
(currents) in the metal or in displacement currents in a time varying
electric field. Often strong currents within the line allow the trans-
mission of power many orders of magnitude stronger than that possi-
ble with weak currents. This is because a current associated with the
flow of electrons produces a self-magnetic field that helps to confine
or pinch the particle flow. Magnetic-insulation is commonly used in
pulsed-power technology to transmit large amounts of power from the
generator to the load without suffering a breakdown due to leakage
currents caused by high electric potentials.

There is a tendency for charged particles to follow magnetic lines
of force and this forms the basis of transmission lines in space. In the
magnetosphere-ionosphere, a transmission line 7-8 earth radii in length
(R, = 6,350 km) can convey tens of terawatts of power, that derives
from the solar wind-magnetosphere coupling’, to the lower atmosphere.
The transmission line is the earth’s dipole magnetic field lines along
which electrons and ions are constrained to flow. The driving potential
is solar-wind induced plasma moving across the magnetic field lines at
large radii. The result is an electrical circunit in which electric currents
cause the formation of auroras at high latitude in the upper atmosphere
on earth. This aurora mechanism is observed on Jupiter, Io, Saturn,
Uranus, and is thought to have been detected on Neptune and perhaps,
Venus.

Only the aurora discharge is visible at optical wavelengths to an
observer. The source and transmission line are invisible. Before the
coming of space probes, in situ measurement was impossible and exotic
explanations were often given of auroras. This is probably true of other
non in situ cosmic plasmas today. The existence of a megaampere flux
tube of current, connecting the Jovian satellite lo to its mother planet,
was verified with the passage of the Voyager spacecraft.

3.2. ELECTRICAL DISCHARGES IN COSMIC PLASMA

An electrical discharge is a sudden release of electric or magnetic stored
energy. This generally occurs when the electromagnetic stress exceeds
some threshold for breakdown that is usually determined by small scale

7 It is not known how the energy carried by the solar wind is transformed into
the energy of the aurora. It has been demonstrated that the southward-directed
interplanetary magnetic field is an essential ingredient in causing auroral substorms
so that energy transformation appears to occur through interactions between the
interplanetary and geomagnetic fields [Akasofu 1981].
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properties of the energy transmission medium. As such, discharges are
local phenomena and are usually accompanied by violent processes such
as rapid heating, ionization, the creation of pinched and filamentary
conduction channels, particle acceleration [Melrose 1997], and the gen-
eration of prodigious amounts of electromagnetic radiation.

As an example, multi-terawatt pulsed-power generators on earth
rely on strong electrical discharges to produce intense particle beams,
X rays, and microwaves. Megajoules of energy are electrically stored in
capacitor banks, whose volume may encompass 250 m3. This energy is
then transferred to a discharge region, located many meters from the
source, via a transmission line. The discharge region, or load, encom-
passes at most a few cubic centimeters of space, and is the site of
high-variability, intense, electromagnetic radiation.

On earth, lightning is another example of the discharge mechanism
at work where electrostatic energy is stored in clouds whose volume
may be of the order of 3,000 km?. This energy is released in a few cubic
meters of the discharge channel.

The aurora is a discharge caused by the bombardment of atoms in
the upper atmosphere by 1-20 keV electrons and 200 keV ions spiraling
down the earth’s magnetic field lines at high latitudes. Here, the elec-
tric field accelerating the charged particles derives from plasma moving
across the earth’s dipole magnetic field lines many earth radii into the
magnetosphere. The potential energy generated by the plasma motion
is fed to the upper atmosphere by multi-megaampere Birkeland cur-
rents that comprise a transmission line, 50,000 kilometers in length,
as they flow into and out of the discharge regions at the polar horns.
The generator region may encompass 10*2 — 10'3 km? while the total
discharge volume can be 10° — 100 km?.

3.2.1. Flickering of Electromagnetic Radiation

The flickering of a light in Los Angeles does not mean that the supply
source, a waterfall or hydroelectric dam in the Pacific Northwest, has
abruptly changed dimensions or any any other physical property. The
flickering comes from electrical changes at the observed load or radia-
tive source, such as the formation of instabilities or virtual anodes or
cathodes in charged particle beams that are orders of magnitude small-
er than the supply. Bizarre and interesting non-physical interpretations
are obtained if the flickering light is interpreted by a distant observer
to be both the source and supply. This also holds true for astrophysical
plasmas. The flickering and pulsating of the observed electromagnet-
ic radiation from a distant astrophysical source, when interpreted to
be local, unattached, and isolated in ‘vacuum’ space, leads to bizarre
‘black hole’ type explanations. As discussed earlier, space is not vacu-
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um but rather filled with plasma whose properties, volume-wise, differ
little from those in the laboratory or magnetospheres. And plasmas
exhibit large system global properties, such as the transfer of energy
over great distances to smaller regions where it may be systematically
or catastrophically released.

3.3. PARTICLE ACCELERATION IN C0OSMIC PLASMA

3.3.1. Acceleration of Electric Charges
The acceleration of a charged particle ¢ in an electromagnetic field is
mathematically described by the Lorentz equation Eq. 5,

F=ma=q(E+vxB) (7)

The electric field vector E can arise from a number of processes that
include the motion of plasma with velocity v across magnetic fields
lines B, charge separation, and time varying magnetic fields via Eq. 1.

Acceleration of charged particles in laboratory plasmas is achieved
by applying a potential gradient between metallic conductors (cathodes
and anodes); by producing time varying magnetic fields such as in beta-
trons; by radio frequency (RF) fields applied to accelerating cavities
as in linear accelerators (LINACS); and by beat frequency oscillators
or wake-field accelerators that use either the electric field of lasers or
charged particle beams to accelerate particles.

The magnetospheric plasma is essentially collisionless. In such a plas-
ma, electric fields aligned along the magnetic field direction freely accel-
erate particles. Electrons and ions are accelerated in opposite direc-
tions, giving rise to a current along the magnetic field lines.

3.3.2. Collective Ion Acceleration

The possibility of producing electric fields by the space-charge effect to
accelerate positive ions to high energies was first discussed by Alfvén
and Wernholm in 1952. They were unsuccessful in their attempt to
experimentally accelerate ions in the collective field of clouds of elec-
trons, probably because of the low intensity of electron beam devices
available then. However, proof of principle came in 1961 when Plyutto
reported the first successful experiment in which ions were collectively
accelerated. By 1975, the collective acceleration of ions had become
a wide-spread area of research. Luce reported collectively accelerating
both light and heavy ions to multi-MeV energies, producing an intense
burst of D-D neutrons and nuclear reactions leading to the identifi-
cation of several radioisotopes. Luce used a plasma-focus device and
attributed the collective beam to intense current vortex filaments in
the pinched plasma. Subsequently in 1979, Destler, Hoeberling, Kim,
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and Bostick collectively accelerated carbon ions, to energies in excess of
170 MeV using a 6 MeV electron beam.

Individual ion energies up to several GeV using pulsed-power gen-
erators have been suggested in particle-in-cell simulations of collective
ion acceleration processes.

Collective acceleration as a mechanism for creating high energy ions
in astrophysical plasmas were investigated by Bostick [1986].

3.4. PLASMA PINCHES AND INSTABILITIES

3.4.1. The Bennett Pinch

In cosmic plasma the perhaps most important constriction mechanism
is the electromagnetic attraction between parallel currents. A manifes-
tation of this mechanism is the pinch effect as first studied by Bennett
(1934). Phenomena of this general type also exist on a cosmic scale and
lead to a bunching of currents and magnetic fields to filaments. This
bunching is usually accompanied by the accumulation of matter, and
it may explain the observational fact that cosmic matter exhibits an
abundance of filamentary structures.

Consider a fully ionized cylindrical plasma column of radius r, in
an axial electric field E,, that produces an axial current density j.
Associated with j, is an azimuthal magnetic field By. The current
flowing across its own magnetic field exerts a j X B, radially inward,
pinch force. In the steady-state, the balance of forces is

Vp=V(pe+pi)=jxB (8)

By employing Eq. 2, V X B = p0j, and the perfect gas law p = NKT,
we arrive at the Bennett relation

2Nka;+13==§£ﬂ (9)

where N is the number of electrons per unit length along the beam,
T, and T; are the electron and ion temperatures, I is the total beam
current, and k is Boltzmann’s constant.

3.4.2. The Force-Free Configuration

Sheared magnetic fields are a characteristic of most plasmas. Here, the
sheared field is considered a nonpotential field that is caused by shear
flows of plasma. A nonpotential field tends to settle into a particular
configuration called a “force-free” field, namely

(VxB)xB=0 (10)

or
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jxB=0 (11)

since j = VxBpug 1, showing that the electric current tends to flow along
B. Substituting 11 into 8 gives F = Vp = 0, hence the name “force-
free”. Force-free fields tend to have a twisted or “sheared” appearance.
Examples of force-free fields are chromospheric fibrils and penumbral
structures near active sunspots.

The condition 10 can be satisfied in three ways: B = 0 (trivial),
(i.e., j=0), or

V xB=aB (12)

where the scalar o = a(r) in general. The essence of a force-free field is
simply that electric currents flow parallel to magnetic field lines. Such
currents are often called “field-aligned” currents.

The force-free fields with constant o represent the lowest state of
magnetic energy that a closed system may attain. This has two impor-
tant consequences. It proves the stability of force-free fields with con-
stant «, and shows that in a system in which the magnetic forces are
dominant and in which there is a mechanism to dissipate the fluid
motion, force-free fields with constant « are the natural end configura-
tion. In astrophysical plasmas, the dissipation mechanism may be the
acceleration of charged particles to cosmic ray energies.

3.5. ANALYSIS OF BEAMS AND FILAMENTARY PLASMA

3.5.1. General Plasma Fluid Equations
Fundamental equations for the plasma velocity, magnetic field, plas-
ma density, electric current, plasma pressure, and plasma temperature
can be derived from macroscopic averages of currents, fields, charge
densities, and mass densities. In this “fluid” treatment, the Maxwell’s
equations 1- 4 are coupled to the moments of the Boltzmann equation
for a highly ionized plasma.

The evolution of the distribution function f(r, p,t) for particles with
charge q and mass m is described by the Boltzmann equation

d af

9 0
5? +v- —a_; +4q (E + v X B) . %} f (r, P t) Bl <—5t—>collisions (13)

which is an expression of Liouville’s theorem for the incompressible
motion of particles in the six-dimensional phase space (r,t). In the
fluid description the particle density n, mean velocity ¥, momentum
nv, pressure P, and friction R are defined by
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B

n(r,t) = /d3pf (r,p,t) (14)
n(r,t)(r,t) = / Epof (r,p, ) (15)
n(r )58 = [ d'oof (rp.t) (16)

Prt)= [dpp-prtlp-vr0lfrpt) (7

_ af
R(rno)= [@plp-p(0) (5 (15)
collisions
where the momentum p and velocity v are related by

p = myv (19)

The fields E(r,t) and B(r,t) in Eq. 13 are self-consistently solved
from Egs. 1- 4 with

prt)=e [ dpf (rp.1) (20)

i =e [ dpof(rpt) 21)

Taking the moments [d®p and [ d®pp of the Boltzmann equation
yields the two-fluid equations [Alfvén and Falthammar 1963] for ions
and electrons a = 1, €,

on
G2 4V - (naa) = 0 (22)
d
na%‘*— — qonia (E+va X B) =V - Po + Ry — namaVée  (23)

These are called the continuity and momentum equations, respec-
tively. The continuity equation, as written, is valid if ionization and
recombination are not important. Conservation of linear momentum
dictates that

Ri+ R, =0 (24)

The two fluid equations are the moments, or averages, of the kinetic
plasma description and no longer contain the discrete particle phe-
nomena such as double layers from charge separation and synchrotron
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radiation. Nevertheless, this approach is useful in studying bulk plasma
flow and behavior. A single fluid hydromagnetic force equation may be
obtained by substituting into Eq. 23 and adding to get,

—— = pE+jx B~ Vp—p,Vég (25)

which relates the forces to mass and acceleration for the following aver-
aged quantities:

Om = MeMe + MMy mass density
Jm = NeMeVe + nymy; vy mass current
Vi = Jjm/Pm averaged velocity (26)
0 = NeGe + NiG; charge density
J = NeGeVe + NigiV; current density

The first term in Eq. 26 is caused by the electric field, the second
term derives from the motion of the current flow across the magnetic
field, the third term is due to the pressure gradient [Eq. 26 is valid
for an isotropic distribution V - P — Vp, where p = nkT], and the
fourth term is due to the gravitational potential ¢¢. The near absence
of excess charge p = e (n; — ne) = 0, for g; . = +e, is a characteristic of
the plasma state; however, this does not mean that electrostatic fields
[e.g., those deriving from Eq. 3] are unimportant. According to Chen
[1985]:

“In a plasma, it is usually possible to assume n; = n, and V-E # 0

at the same time. We shall call this the plasma approzimation. It is

a fundamental trait of plasmas, one which is difficult for the novice

to understand. Do not use Poisson’s equation to obtain E unless it

is unavoidable!”

Completing the single fluid description is the equation for mass conser-
vation,

0
In addition to Eqgs. 25 and 27, we find it useful to add the equation
for magnetic induction,
0B

1
5 =V x (Vin x B) + LEVQB (28)

obtained by taking the curl of Ohm’s law

j=c(E+vxB)
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where o is the electrical conductivity.

)

3.5.2. Magnetic Reynolds and Lundgquist Numbers

The significance of Eq. 28 in which (;w)”l is the magnetic diffusivity, is
that changes in the magnetic field strength are caused by the transport
of the magnetic field with the plasma (as represented by the first term
on the right-hand-side), together with diffusion of the magnetic field
through the plasma (second term on the right-hand-side). In order of
magnitude, the ratio of the first to the second term is the magnetic
Reynolds number

Rin = poVele (29)

in terms of a characteristic plasma speed V. and a characteristic scale
length I.. A related quantity is the Lundquist parameter

L, = poVal, (30)
where

B
vV HPm

is the Alfvén speed. It may be written as the ratio

V= (31)

Td

L,=-2% 32
= 52)
of the magnetic diffusion time

74 = pol? (33)
to the Alfvén travel time

Ta=1./Va (34)

3.6. THE GENERALIZED BENNETT RELATION

A generalized Bennett relation follows directly from Eq. 25 and Egs. 1-
4, Consider a current-carrying, magnetic-field-aligned cylindrical plas-
ma of radius a which consists of electrons, ions, and neutral gas hav-
ing the densities n., n;, and n,, and the temperatures Te, 7, and Ty,
respectively. A current of density j, flows in the plasma along the axis
of the cylinder which coincides with the z-axis. As a result of the axial
current a toroidal magnetic field By is induced. An axial electric field
is also present. Thus, there exists the electric and magnetic fields
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E = (ETaEqb)Ez)
B = (0, By, B.)

The derivation of the generalized Bennett relation for this plasma is
straightforward, but lengthy [Witalis 1981], and the final result is

2

G =W, + AWg, + AWs, + AW,
—#12 (a) — 1GM>N? (a) + ira’eo (EZ (o) — B3 (a)

B

(3)
)

where

2 a
Jo :/ /rgpmrdrdqﬁ =/ 2 pp27rdr (36)
0 0

is the total moment of inertia with respect to the z axis. (As the mass
m of a particle or beam is its resistance to linear acceleration, Jp is the
beam resistance to angular displacement or rotation). The quantities
AW are defined by

1
AWy, = Wg, — 550E§ (a) ma? (37)
. 1
AWp, = Wg, — — B2 (a) md? (38)
2p0
AWy = Wy — p (@) ma? (39)

where E,(a), B,(a) , and p(a) denote values at the boundary r = a.
The individual energies W are defined as follows. The kinetic energy
per unit length due to beam motion transverse to the beam axis:

a
1
W1 kin = 3 /Pm (r) [vg + v,?] 2mrdr (40)
0
The self-consistent B, energy per unit length:
1 a
Wg, = — / B2 (r)27rdr (41)
240
0
The self-consistent E, energy per unit length:
a
- o 2
Wg, = 5 /Ez (r)2mrdr (42)
0

The thermokinetic energy per unit length:
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a

Wi = /p(r) 27rdr
0

The axial current inside the radius a:

I(a)= / i, (r) 27rdr
0

The total number of particles per unit length:

N{(a) = /an(r) 2mrdr
0

115

(43)

(45)

where n = n; + n. + n, is the total density of ions, electrons, and
neutral particles. The mean particle mass is M = n;m; + neMe + NpMy,.
The self-consistent electric field can be determined from the following

equation,
T—ld (Zfr) = _gea (ne — mi)
and is given by
Er(r)z%:ﬁ%?’ r=a

Neglecting the displacement current, the self-consistent magnetic

field can be determined from Ampere’s law Eq. 2,

_1d(rBy) ,
1 )
r ar HoJ
and is given by
_pol T
B¢(r)——27r—ﬁ,0_<_r§a
pol
=20 >
omr’ | =0

The positive terms in Eq. 35 are expansional forces while the neg-
ative terms represent beam compressional forces. In addition, it is

assumed that the axially directed kinetic energy is
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. ,
Wiikin = §7mN/3202 (46)

Since Eq. 35 contains no axially directed energy, it must be argued
that there are conversions or dissipation processes transferring a kinetic
beam of energy of magnitude W)z, into one or several kinds of energy
expressed by the positive W elements in Eq. 35:

Wiikin = WL kin + Wg, + Wa, + Wi (47)

3.6.1. The Bennett Relation
Balancing the thermokinetic and azimuthal compressional (pinch) ener-
gies in Eq. 35,

Ho 42
Wy——I"=90 48
T 8 (48)
yields the Bennett relation,
M0 52
—I“=2NEkT 4
- (49)

If there is a uniform temperature T' = T, + T; and if the current
density is uniform across the current channel cross-section, Eqgs. 44,
45, and 49 yield a parabolic density distribution

B /1'0]2 7a2
n(r) = LT (1 - ?ﬁ)

3.6.2. Alfvén Limiting Current
Equating the parallel beam kinetic energy to the pinch energy

W ki — g—;ﬂ =0 (50)

yields the Alfvén limiting current

14 = dmweqmec?By/e = 1737 kiloamperes (51)

for an electron beam. This quantity was derived by Alfvén in 1939 in
order to determine at what current level in a cosmic ray beam the
self-induced pinch field would turn the forward propagating electrons
around. It should be noted that this limit is independent of any physical
dimensions.

Lawson’s (1959) interpretation of Eq. 51 is that the electron tra-
jectories are beam-like when I < I, and they are plasma-like when
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I > I4. In laboratory relativistic electron beam,(REB) research, Bud-
ker’s parameter

VBud = Ta*npe?/mc? = Ne? /mc? (52)

where ny, is the electron density of the beam, finds wide application in
beam and plasma accelerators. Yonas (1974) has interpreted the parti-
cle trajectories as beam-like for vpyg < v and plasma-like for vgyq > .
The relationship between I4 and vpyq is

vBud/Y = 1/1a (53)

The Alfvén limiting current Eq. 51 is a fundamental limit for a
uniform beam, charge-neutralized (f. = 1), with no magnetic neutral-
ization (f;, = 0), no rotational motion (vy = 0), and no externally
applied magnetic field (B, = 0). By modifying these restrictions, it is
possible, under certain circumstances, to propagate currents in excess

OfIA.

3.6.3. Charge Neutralized Beam Propagation
Balancing the parallel kinetic, pinch, and radial electric field energies
in Eq. 35 gives

Ho 1
Wi kin — 8—7TI2 + §7ra250E3 (a) =0 (54)
which yields®
-1
Inex = LB [ = (1= £)°] 0 fe <1 (55)

Depending on the amount of neutralization, the denominator in
Eq. 55 can become small, and I,,q, can exceed I4. However, the unneu-
tralized electron beam cannot even be injected into a drift space unless
the space charge limiting current condition is satisfied. For a shearless
electron beam this is [Bogdankevich and Rukhadze 1971]

17 (72 - 1)3/2
1+2In(b/a)

Iy = kiloamperes (56)
where b is the radius of a conducting cylinder surrounding the drift
space. Thus, in free space I, — 0 and an unneutralized electron beam

8 This equation differs from the Alfvén-Lawson limiting current, Imax =
I43? / [ﬂ2 -1+ fe], because of the differing ways in describing charge neutraliza-
tion [Witalis 1981].
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will not propagate but, instead, builds up a space charge cloud of elec-
trons (a virtual cathode) which repels any further flow of electrons as a
beam. Moreover, the space charge limiting current is derived under the
assumption of an infinitely large guide field B;; no amount of magnetic
field will improve beam propagation.

3.6.4. Current Neutralized Beam Propagation

For beam propagation in plasma, the electrostatic self-field £, built up
by the beam, efficiently drives a return current through the plasma,
thus moderating the compressional term poI2/87 in Eq. 35, so that

1
WL kin = E2I? (1= fu) + 5ma’eoE} (a) = 0 (57)

where the magnetic neutralization factor is

fm = |Ireturn/I| (58)

From Eq. 57 the maximum current is

ImaXZIAﬁ2 [62(1——fm)~(1_f6)2] la OSfeS 1, ngmgl
(59)
Thus, depending on the values of f. and fp,, the denominator in
Eq. 59 can approach zero and the maximum beam current can greatly
exceed I4.

3.6.5. Beam Propagation in Plasma

When a charged particle beam propagates through plasma, the plasma
ions can neutralize the beam space charge. When this occurs, E, — 0
and, as a result, the beam constricts because of its self-consistent pinch
field B¢. For beam currents in excess of the Alfvén limiting current, By
is sufficient to reverse the direction of the beam electron trajectories
at the outer layer of the beam. However, depending on the plasma
conductivity o, the induction electric field at the head of the beam [due
to dB/dt ~ dI/dt in Eq. 1] will produce a plasma current I, = —I.
Hence, the pinch field

By (r) = o= [ () + I (60)

can vanish allowing the propagation of beam currents I, in excess of
I,.

Because of the finite plasma conductivity, the current neutraliza-
tion will eventually decay in a magnetic diffusion time 74 given by
Eq. 33. During this time a steady state condition exists in which no
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net self-fields act on the beam particles. While in a steady state, beam
propagation is limited only by the classic macro-instabilities such as
the sausage instability and the hose (kink) instability.

When the beam undergoes a small displacement, the magnetic field
lags behind for times of the order 74. This causes a restoring force to
push the beam back to its original position, leading to the well-known
m =1 (for a ¢™? azimuthal dependency) kink instability.

3.6.6. Beam Propagation Along an External Magnetic Field

An axially directed guide field B, produces an azimuthal current com-
ponent I, through Eq. 2. This modification to the conducting current
follows by balancing the energies

1 0 1
WL kin — %Bzwa?‘ - ggﬂ + 5205 (a)ma® = 0 (61)
In the absence of any background confining gas pressure p(a), the
maximum current is

Imax = Id)ﬂz [ﬁZ - (1 - fe)ﬂ - (62)

For the case of an axial guide field, the axial current I, is not limited
to I 4 and depends only on the strength of the balancing I, (B;) current
(magnetic field). In terms of the magnetic fields, the current flows as a
beam when

1/2

J— 2_
(1= fo)” - 8] 5. )

g

Note that Eq. 56 still holds; that is, a cylindrical conductor around
the electron beam is necessary for the beam to propagate.

Equation 63 finds application in accelerators such as the high-current
betatron [Hammer and Rostocker 1970]. In spite of the high degree of
axial stabilization of a charged particle beam because of B,, apprecia-
ble azimuthal destabilization and filamentation can occur because of
the diocotron effect. This can be alleviated by bringing the metallic
wall close to the beam.

B, >>

3.6.7. Schénherr Whirl Stabilization

The transverse kinetic energy term W ks, in Eq. 35 explains an obser-
vation made long ago [Schonherr 1909]. High-current discharges con-
duct more current if the discharge is subject to an externally impressed
rotation v,. This phenomena can also be expected in astronomical sit-
uations if the charged particle beam encounters a nonaxial component
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of a magnetic field line that imparts a spin motion to the beam or if a
gas enters transversely to an arc discharge-like plasma.

3.6.8. The Carlquist Relation

An expression having broad applicability to cosmic plasmas, due to
Carlqvist [1988], may be obtained from Eq. 35 if the beam is taken to
be cylindrical and in a rotationless and steady-state condition:

1
g—"ﬁ (a) + 3G N? (a) = AWp, + AWy (64)
T

Thus, in a straightforward and elegant way, the gravitational force
has been included in the familiar Bennett relation. Through Eq. 64,
the Carlgvist Relation, the relative importance of the electromagnet-
ic force and the gravitational force may be determined for any given
cosmic plasma situation. This relation will now be applied to the two
commonest pinch geometries-the cylindrical pinch and the sheet pinch.

3.6.9. The Cylindrical Pinch

Consider the case of a dark interstellar cloud of hydrogen molecules
(m=3x10%kgand T =T; = T. = T, = 20 K). Carlqvist (1988)
has given a graphical representation of the solution to Eq. 64 for these
values and this is shown in Figure 2 for discrete values of AWp,.
Several physically different regions are identified in this figure.

The region in the upper left-hand part of the figure is where the
pinching force due to I and the magnetic pressure force due to B;
constitute the dominating forces. Equation (2.52) in this region reduces
to

HO 72
P12 (a) ~ AW, 5
o (@) B, (65)

representing a state of almost force-free magnetic field.

Another important region is demarked by negative values of AWpg.
In this region an outwardly directed kinetic pressure force is mainly
balanced by an inwardly directed magnetic pressure force. Hence the
total pressure is constant and Eq. 64 is approximately given by

NET + AWp, ~ 0 (66)

For yet larger negative values of AWp, the magnetic pressure force
is neutralized by the gravitational force so that Eq. 64 reduces to

%GmQNQ (a) = AWp, (67)

Another delineable region is where AWpg = 0, where Eq. 64 reduces
to the Bennett relation,
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Figure 2. The total current I in a generalized Bennett pinch of cylindrical geometry
as a function of the aumber of particles per unit length N. The temperature of
the plasma is T = 20 K while the mean particle mass is m = 3 X 10727 kg. It is
assumed that the plasma does not rotate (w = 0) and that the kinetic pressure is
much smaller at the border of the pinch than in the inner parts. the parameter of
the curves is AWs,, representing the excess magnetic energy per unit length of the
pinch due to an axial magnetic field B, (courtesy of P. Carlqgvist).

g‘_;’r 1% (a) ~ AW, (n,T) (68)

Another region of some interest is where the classic Bennett relation
line turns over into an almost vertical segment. Here, the pinching force
of the current may be neglected, leaving the kinetic pressure force to
balance only the gravitational force so that

%GmQNQ (a) ~ NkT (69)

This is the Jeans’s criterion in a cylindrical geometry.
The size or radius of the cylindrical pinch depends on the balancing
forces. For the Bennett pinch Eq. 68 the equilibrium radius is

a j_ 2
27V 2nkT

Kiippers (1973) has investigated the case of a REB propagating through
plasma. Space charge neutralization (E, = 0) is maintained when n. +

(70)
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ny = n;. For this case, the replacements n —,ny and T — T — T}
are made to AWy (n,T') , where T} is the beam temperature and T,
is the background plasma electron temperature. For the space charge
neutralized REB,

I 140

b [ Ko 71
27\ 2nyk (T — 1) (71)

a

Note that physically acceptable solutions for the equilibrium radius
are obtained only when the beam temperature (in the axial direction
for a cold beam) exceeds the plasma electron temperature.

From Eq. 65, the equilibrium radius of a pinch balanced by an inter-
nal field B, is

pol
am o (72)

4. Radiation Characteristics of the Plasma State

Electromagnetic waves propagated in cosmic space derive from a vari-
ety of mechanisms. The major contribution in the optical region of the
spectrum is from radiation resulting from bound-bound electron tran-
sitions between discrete atomic or molecular states, free-bound tran-
sitions during recombination, and free-free transitions in the continu-
um. In the latter case, when for transitions between levels, radiation
classified as bremsstrahlung results from the acceleration of electrons
traveling in the vicinity of the atom or ion.

In addition, there are other mechanisms of considerable importance
operating in the radio region. In particular, there are noncoherent and
coherent mechanisms connected with the existence of sufficiently dense
plasmas which are responsible for radiation derived from plasma, oscilla-
tions, such as the sporadic solar radio emissions. This radiation cannot
be attributed to the motion of individual electrons in a vacuum but is
due to the collective motion of electrons at the plasma frequency

Wpe 1 [ nee?

= = 9y/ng, Hz (73)

27 2\ meggp

for an electron density n. (m~3). This often occurs in cosmic plasma
when electron beams propagate through a neutralizing plasma back-
ground.
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4.1. SYNCHROTRON RADIATION .
When a plasma is subjected to a magnetic field there is yet another
mechanism which plays an extremely important role in radio astrono-
my. The frequency and angular distribution of the radiation from free
electrons moving in the presence of a magnetic field undergoes dra-
matic changes as the electron energy is increased from nonrelativistic
to extreme relativistic energies. Essentially three types of spectra are
found. Names such as cyclotron emission and magnetobremsstrahlung
are used to describe the emission from nonrelativistic and mildly rel-
ativistic electron energies, whereas the name synchrotron radiation is
traditionally reserved for highly relativistic electrons because it was
first observed in 1948 in electron synchrotrons.

Synchrotron radiation is characterized by a generation of frequen-
cies appreciably higher than the cyclotron frequency of electrons (or
positrons) in a magnetic field, a continuous spectra whose intensity
decreases with frequency beyond a certain critical frequency, highly
directed beam energies, and polarized electromagnetic wave vectors.

In astrophysics, nonthermal (nonequilibrium) cosmic radio emission
is, in a majority of cases, synchrotron radiation. This is true for gener-
al galactic radio emission, radio emission from the envelopes of super-
novae, and radio emission from double radio galaxies and quasars (con-
tinuum spectra). Synchrotron radiation also appears at times as spo-
radic radio emission from the sun, as well as from Jupiter. In addition,
optical synchrotron radiation is observed in some instances (Crab nebu-
la, the radiogalaxy and “jet” in M87-NGC 4486, M82, and others). This
apparently is also related to the continuous optical spectrum sometimes
observed in solar flares. Synchrotron radiation in the X ray region can
also be expected in several cases, particularly from the Crab nebula.

When cosmic radio or optical emission has the characteristics of syn-
chrotron radiation, a determination of the spectrum makes possible a
calculation of the concentration and energy spectrum of the relativis-
tic electrons in the emission sources. Therefore, the question of cosmic
synchrotron radiation is closely connected with the physics and origin
of cosmic rays and with gamma- and X ray astronomy.

Synchrotron radiation was first brought to the attention of astron-
omers by H. Alfvén; and N. Herlofson; [1950], a remarkable suggestion
at a time when plasma and magnetic fields were thought to have little,
if anything, to do in a cosmos filled with “island” universes (zalaxies).”
The recognition that this mechanism of radiation is important in astro-
nomical sources has been one of the most fruitful developments in astro-

9 The “island universes” concept was introduced by the philosopher Kant (1724-
1804).
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physics. For example, it has made possible the inference that high-
energy particles exist in many types of astronomical objects, it has
given additional evidence for the existence of extensive magnetic fields,
and it has indicated that enormous amounts of energy may indeed be
converted, stored, and released in cosmic plasma.

The polarization, spectral, temporal, power, and directivity proper-
ties of synchrotron radiation are well known [Peratt 1992].

4.1.1. Directivity
The gain, or directivity of the synchrotron radiation zone is given by

G (). 81,9) = % (1-6%) F (8,80.9) (74)
where
F (ﬁ,‘,m,e) -
49 Kl‘ﬁﬁ) (1-cos? 8) 4B cos 9] - (1—ﬁﬁ+3ﬁi)ﬁi sin 6 (75)
4(9ﬁ —p2 sin? 0)7/2
where
p = (%)2 + (%)2 = g + 51 (76)

and v and v are the instantaneous particle velocities along and per-
pendicular to By, respectively.1©

4.1.2. Spectrum
The total emission per unit radian frequency interval is

V3elw
' Pg = 87Tesoc
N 2w w v2(1-83) oo (77)
x 3 Bo (1= B3) V22 |2Kays () = gg 2 S, Kuya (1)
where, by definition,
3 3 3 2
We = SWyY° = Wb
c = Wy 2 (78)

= 2.64 % 107 By gauss (omicy ) rad/s

10 Noteworthy in G(8) is the inversion of gain direction between the cases 5 =0
as 8. increases and the essentially forward emission in the relativistic case when

By/8.1 is large.
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Figure 3. Orientation of the quantities Pt and PJ,'.

4.1.3. Polarization
The power radiated into the mth harmonic may be written as the sum
of two parts,

Py (w,5,0) = PV + PP (79)
where
202 & (cosb— 5 2
PO (9) = =2 {C I }
(6) = 8MOC§_: @b 60

P2 (6)

w

Z {BLdl (2)}26 () (81)

87rec

whose orthogonal field vectors Er(n) and E(Q) (pw ~ E2) lie parallel and
perpendicular, respectively, to the projection of By on the plane normal
to the line of sight [B = By — (Bo-n) n] as shown in Figure 3.1! The

easiest way to determine the polarization of the mth harmonic is to take
the ratio of the field amplitudes in Eqs.(6.75) and (6.76),

r(n) 3 <0089 — ﬂ”) Jm (Ym)
@ Brsing ) J., (¢ym)

m

R, = (82)

11 While P2 has no rotation, PS") does rotate.
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wheretp = 3, sinfl/ (1 — B cos 8 ). The parameter R, defines the ellip-
I

ticity of the propagating wave in the direction §. When |R;,| =1, the
wave is circularly polarized while when R,, = 0, the wave is linearly
polarized. When 0 < R,, < 1, the wave is elliptically polarized in the
ratio of the field amplitudes oriented along the minor and major axes
of the ellipse. The polarization of the extraordinary mode rotates in
the same sense as does the radiating electron.

4.2. TRANSITION RADIATION

Even in the absence of a magnetic field, astrophysical plasmas are
capable of producing polarized radiation and large scale radiation pat-
terns having diffraction-like patterns. At cellular interfaces delineating
astrophysical plasmas of differing constituency, the passage of electrical
currents can produce transition radiation, first studied by Frank and
Ginzburg [1945]. Transition radiation is produced by the propagation
of charged particles through the interface between media with differing
dielectric constants. It is caused by a collective response of the mat-
ter surrounding the particle trajectory to readjust the electromagnetic
field of the charged particle.

If for example, electrons pass through the highly conductive interface
(e.g., a cell wall or sheet current) separating two relatively tenuous
regions, an angular distribution of energy occurs, given by

_6_2 B0 o sin’ ©
43V eo” (1 — 52 cos? ©)?

where © is the angle between the electron trajectory and the emitted
radiation. For relativistic electrons (3 ~ 1) the emission is sharply
peaked in the region of small © and is maximum when © ~ 1/v. In
all cases, the transition radiation is totally polarized. The plane of
polarization is given by the electron trajectory and the direction of
observation.

If the path of an electron is unobstructed over a distance greater
than the formation length

W (w, ©) (83)

2¢
A= 84
w(l-—p%2+062) (84)
then the angular distribution of Eq. 83 is small. If the free path d is
smaller than A, the angular distribution is broadened by diffraction

and the radiation is strongly suppressed below an angle of

[ 2¢
@m ~ m (85>
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Integrating Eq. 83 over © gives the spectral energy,

e [ho [38°+1, 1+8 3

W(w)—37r3\/:0{8 g 452} (36)

If the beam of electrons is bunched, the emitted radiation from dii-

ferent electrons adds coherently when the wavelength A is comparable

to or longer than the beam bunch. Thus the intensity is proportional

to the number of electrons squared. Long a topic of theoretical interest,

transition radiation has been experimentally verified in the far infrared
[Happek et al. 1991].

Thus coherent transition radiation may given information about
large scale cellular astrophysical transition regions.

4.3. THERMAL RADIATION

The spectral distribution of the radiation of a black body in thermo-
dynamic equilibrium, for a single polarization, is given by the Planck
formula

huw? 1
Bo (v, T) = 35 ShofiT — 1

(87)
Non-black body radiation from plasma can be thermalized by fila-

ments or even carbonaceous needles in space. The radiation intensity
is

Loy = 8. (1— e7Mewt) (88)
Note that the radiation intensity increased for larger M because of

each additional filament current source. The absorption coefficient at
f = m/2 is [Trubnikov 1958, Peratt 1992]

w?
Gy = w_:é Z P (w/wppt) (89)

The quantities @, = @ (w/ws, p) are defined by

5/2
8, = VIt m2\[m2 — (w/wy) e M)A [m ] (w/wy)]

(w/wr)*
(90)

where p = moc?/kT. The quantities Ay, = Am(7) are given by
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Figure 4. Calculated spectrum of radiation emitted by a plasma with electron tem-
perature of 30 keV. Self-absorption effects are included.

(mﬁ)Zm . ,82
(@m+1)! [ ’2m+3] mp << 1
X,0 . 2m /vy _1\™ n,y(,yz_l) s
A () = { g ()™ 1, 1) Pe<m

PV T [fQO;/s.fyi" K3 (1) dt £ Koy3 (27”/3’73)] v, m >>1
(91)

The optical depth for M Birkeland currents is 7, = oML or

7@2(%LM>§:®n (92)

wpe

The spectral characteristics of the emission are contained in the
function ®. Figure 4 shows a plot of ¥®, for the first one hundred
harmonics as a function of w/wy for T = 30 keV. This value is typical of
the thermal temperatures in a plasma filament but is appreciably less
than the energies of particles in a relativistic beam. Only the extraordi-
nary wave is considered; the contributions from the ordinary wave are
usually small.

The broadening of the individual lines is due to the relativistic
change of mass. A given line contributes only to frequencies w < mw
with the highest energy electrons being responsible for the emission at
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the lowest frequency. The smearing of the successive harmonics pro-
duces an almost monotonically decreasing spectrum at higher frequen-
cy. For T = 30 keV, m ~ 5 is the harmonic above which smearing
prevails. To a fair approximation, the total intensity leaving the fila-
ments is

I(9=7r/2):/0 By (w,T) dw = S (") (93)
where m* = w* /wp is the harmonic number beyond which the emission
effectively ceases to be black-body. An empirical relation for m* for
mildly relativistic plasma has been derived by Trubnikov [1958]; and

modified to the case of M filaments,

(m*)® = 0.57 (iow’%) LMT (94)

WpC

Equation 94 is valid under the approximation me? >> kT

5. Formulation for the Particle-in-Cell Simulation of
Astrophysical Plasmas

The modern study of the numerical simulation of astrophysical and
space plasma can be separated into two categories:

1. Magnetohydrodynamics, or the fluid-like behavior of plasma in the
presence of magnetic fields.

2. Particle kinetics, or the discrete electron-ion behavior in self-consistent
and external electromagnetic fields.

The first category, Magnetohydrodynamics, was invented by Alfvén
to study instability mechanisms associated with the solar atmosphere.
Alfvén felt that the magnetohydrodynamics approximation had to be
treated with caution and instead favored the particle approach to prob-
lems in plasma physics.'? Examples that require a particle treatment
include cases where electric fields parallel to a magnetic field exist (a
common occurance in astrophysical plasmas), double layers, critical
ionization velocity mechanisms, transition radiation, and synchrotron

12 For example, the concept of a ‘frozen-in magnetic field’ has no physical meaning
in the presence of an axial electric field.
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radiation. Likewise, Buneman suggested that the magnetohydrodynam-
ic synthesis could be replaced entirely by the particle-in-cell methodol-
ogy, once computer resources attained a capability for handling multi-
millions of particles and cells in tractable timescales. According to
Buneman [1976]:

“We may conclude from these preliminary results that a feasible
full 3D, EM simulation can yield a lot of good physics. In partic-
ular, it can reproduce hydromagnetic phenomena (such as Alfvén
waves) as well as typical plasma phenomena. In fact, particle sim-
ulation may eventually turn out to be the easiest method of doing
hydromagnetics on the computer.”

Dawson [1993] echoes this sentiment:

“Magnetohydrodynamic models have existed since the beginning of
plasma modeling. Over the years more complete fluid models have
been developed that include resistivity, viscosity, heat conduction
and other nonideal effects.

Simple fluid models leave out the physics that is responsible for
much of the important behavior of plasmas. they leave out kinetic
effects, which contribute to damping and to nonlinear saturation of
unstable modes and can drive instabilities. Such effects are prob-
ably at the heart of determining properties of plasma and heat
transport across magnetic fields.”

In fact, the numerical magnetohydrodynamic method has seen great
use, especially in problems where the plasma is dense enough that
collisions are frequent enough that the plasma is in local thermody-
namic equilibrium. The approach has had great success in the mod-
eling of inertially confined plasmas with sophisticated codes such as
LASNEX.!3 Even though collisions are infrequent in a space plasma
and it is far from equilibrium, MHD is used to model the interaction
of the solar wind with the earth’s magnetosphere and the dynamics of
the solar corona [Brackbill 1987] as-well-as magnetic merging in astro-
physical plasmas [Biskamp 1997].

13 1, ASNEX is a two-dimensional, azimuthally symmetric Lagrangian code that is
often used to model laser-matter interactions and plasma expansions (Zimmerman
and Kruer, 1975). The equation of motion for the single fluid, which may consist of
a composite of different materials, includes contributions to the pressure from ions,
thermal and suprathermal electrons, radiation, magnetic fields, and ponderomotive
effects. The nonlocal thermodynamic equilibrium atomic physics model includes a
solution of the time—dependent ionization and radiation equations in an average
atom approximation. Radiation is also treated by separate photon groups, with
emission and transport calculated from a set of coupled flux-limited multigroup
diffusion equations.
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5.1. 'THE Basic Laws OF PrLasMA PHYSICS .

The numerical simulation by particles of plasma physics began in the
1950s by Dawson at Princeton and Buneman at Stanford, where vari-
ous plasma phenomena were identified and studied. It should be men-
tioned that, in the beginning, it was not at all apparent that the tech-
nique developed to study pure electron beam propagation in microwave
devices could be applied to the plasma state of matter. Unlike the cold
electron beam with charges of all one sign, plasmas often consist of
thermal distributions with essentially equal density of charges of oppo-
site sign and greatly different masses. In studying cold electron beams,
a few dozen particles sufficed to reproduce the essence of the experi-
ment. However, in laboratory plasmas one has scale lengths greater then
the Debye length (L >> Ap) and the number of particles in a Debye
cube Np = nA}, is much greater than one (Np >> 1). For example,
the earth’s ionosphere has Np ~ 10% and the literal simulation of it
over its scale length appears infeasible. However the general charac-
ter of plasmas can often be found by studying the collective behavior
of collisionless plasmas at wavelengths longer than the Debye length,
A > Ap. It was found that another characterization of a plasma is that
(1) the thermal kinetic energy is much greater than the microscopic
potential energy, and (2) the ratio of collision to plasma frequencies
is much less than one. Both requirement can be met with rather low
values of Np [Birdsall and Langdon 1985]. Conditions 1 and 2 may
be met for finite sized particles called clouds. Clouds occur naturally
in simulations which use a spatial grid for interpolation, as well as in
simulations which employ spectral methods where the particle profile
(usually gaussian) is specified in k space.

The term “particle-in-cell” derives from Frank Harlow and his group’s
work at Los Alamos in the 1950s in investigating the fluid nature of
matter at high densities and extreme temperatures. Modern descrip-
tions of the particle-in-cell technique as related to plasma physics are
found in the two texts Computer Simulation Using Particles [Hock-
ney and Eastwood 1981] and Plasma Physics via Computer Simulation
[Birdsall and Langdon 1985].

We begin our approach by stating the laws of plasma physics in
more or less the form which it has been found convenient to program:
the equation of motion for the particles with the Lorentz force Eq. 5,
and the Maxwell laws for the electric and magnetic fields Egs. 1- 4.
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5.2. MULTIDIMENSIONAL PARTICLE-IN-CELL SIMULATION

5.2.1. Sampling Constraints in Multidimensional Particle Codes

The particle-in-cell technique for the analysis of complex phenomena
in science has evolved from 1D through 1%D, 1%D, 2D, Z%D, to 3D
particle simulations. While at first one has to face certain limitations of
an analytic nature, ultimately the limits are set by data management
problems the resolution of which depends critically on the available
hardware.

A trivial reason for the increasing difficulty of higher dimensional
particle simulations is their demand for substantially greater particle
numbers. With each added dimension the number of sampling particles
has to be multiplied by a certain factor.

This also applies to “half-dimensions.” It is customary to denote the
inclusion of extra velocity components by referring to them as “half-
dimensions.” Typically, a pure 1D simulation simulates the plasma as
rigid sheet particles, all parallel to the y—z plane, say, and moving in the
¢ direction. It ignores y and z motions of the planes. A 1%D simulation
keeps a record of possible y motions, uniform within each plane. Then
the z-ward Lorentz force in the presence of a z-directed magnetic field
can be taken into account, as well as the y-wards Lorentz force due to
z motions. In a I%D simulation, dz/dt would be recorded as well. In
a 23D simulation, z,y,dz/dt, and dz/dt are tracked (but not z); the
particles are rigid straight rods whose motion along their axis is taken
into account. One-and-a-half dimensional and 1%D simulations have
recently found application in space plasma work, namely for simulating
the critical ionization phenomenon.

It is reassuring that relatively few samples can often give very good
statistics. In many applications the velocity distributions stay close to
maxwellian and a modest factor (typically four) in the sample num-
ber may suffice to deal with an added half-dimension. One exploits the
favorable feature of statistics when initializing thermal velocity distri-
butions: each velocity component is made up as the sum of four random
numbers (each uniformly random in a certain interval). The resulting
distribution (the “four dice curve,” or cubic spline) is almost indistin-
guishable from the Gaussian.

However, when incrementing by a full dimension, sampling require-
ments jump dramatically. It is easily checked that the statistical poten-
tial energy fluctuations in a granular plasma compete with thermal
energies when the particles are spaced on the order of a Debye length
apart. Such a plasma would be essentially collision dominated. One is
mostly interested in collective effects, since fluid codes are adequate
for collision-dominated phenomena. Obviously, one needs several par-
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ticles per Debye length; again, a modest number suffices. Now, most
of the interesting phenomena to be resolved by simulation are on the
scale of many Debye lengths (hundreds or thousands). Therefore, the
addition of each full dimension calls for an increase of the number of
particles by, typically, two orders of magnitude. In 1990 a 1D (electro-
static) simulation could barely be squeezed onto a personal computer,
a 2D simulation called for a minicomputer or workstation, and a 3D
simulation needed a supercomputer'®. By the mid 1990’s, rudimentary
3D simulations became possible on laptop computers.

5.2.2. Discretization in Time and Space

One-dimensional, I%D, and 1%D simulations can be done without dis-
cretizing in space. The electrical interaction of sheets is independent of
distance and one only needs to order the sheets to calculate their accel-
erations. Even if the sheets are of finite thickness or if they are “soft”
(i.e., they have a smooth density profile across), only a few operations
per sheet are needed to move them one time step. This is an effort of
order N where N is the number of sheets.

However, in all simulations, time must be discretized. By studying
the simulation of a simple 1D problem, namely, electrostatic oscilla-
tions in a cold plasma, and by Fourier transforming one’s numerical
procedure in time, one finds that while a time step 6t = w, 1 yields
the plasma frequency to 5% accuracy, for 6t > 2w, ! one runs into an
instability.

To get over this severe limitation of the speed of simulation in cases
where the phenomena of interest are much slower than electrostatic
oscillations (typically ion responses), one can either use implicit meth-
ods, or one can make one’s ions lighter than real ions. Much has been
learned from simulations with ion-electron mass ratios as low as 16:1.

The big analytical problems in simulation arise when one advances
to two dimensions. Interactions between rods of charge depend on dis-
tance, and the many remote rods are as important as the few near ones.
For N rods, one has to calculate N? interactions and N itself might be
typically two orders of magnitude larger than for a 1D simulation.

In order to get back to an effort of order N per step in the parti-
cle advance, one tabulates the field over a spatial grid and calculates
the self-consistent field from a grid record of the charge and current-
densities that each particle contributes.

14 The approximate relationship of supercomputer performance and performance
of those in other categories can be shown proportionately. If the performance of
contemporary supercomputers is assigned a value of 100, the values in proportion
to supercomputers are: minicomputers 0.1 to 5, workstation 0.1 to 1.0, and personal
computers 0.001 to 0.1.
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The permissible coarseness of the grid mesh becomes a critical issue
and the problem of integrating the finite difference version (now in both
space and time) of the field equation is far from trivial. Fortunately,
both these subjects have been advanced to a state of relative completion
and are exhaustively covered in two texts.

Very briefly and broadly, one can state that the grid should be fine
enough to resolve a Debye length, and that smoothing or filtering of
high spatial frequencies should be practiced in order to minimize “alias-
ing.” This is the stroboscopic phenomenon of high frequencies parading
as low frequencies (long wavelengths). Many physical instabilities set in
preferentially at long wavelengths and can thus be excited numerically
through aliasing. Grid effects can often be studied and checked in 1D
where grids are optional. Smoothing can be achieved by particle shaping
(i.e., spreading point particles into soft balls with a smooth bell-shaped
internal density profile). Likewise, splines and finite-element techniques
help.

Regarding the field update from the charge-current record, fast non-
iterative methods for solving Poisson’s equation over an L-by-M mesh
have been developed. These include cyclic reduction in rows and columns,
or Fourier transforming in one of the two dimensions (say, that of M ).
This is an effort to the order LM log, M. Two-dimensional simula-
tions go back historically to Hartree who initiated the simulation of
the pure electron plasma which circulates in the magnetron. Hartree;
also pioneered the time-centered update of the particles from Lorentz’s
equation Eq. 5

—F— xv==£t— (95)

using (v** + vold)/2 in the second (Lorentz) term and solving the
linear equation for v explicitly. No limitation of wyét = (eB/M) bt
arises from this method except that for large values of w6t the phases
of the gyromotion are misrepresented. For small wpbt one gets the same
results as with cycloid fitting, i.e., joining solutions of the type

vl = E x B/B? + gyration at frequency wy (96)

for the components of the velocity transverse to B. As regards this
particle update, there is no significant increase in effort when advancing
from 1% to 2D and 3D.

A further time-step limitation is encountered when one wants to
integrate the full electromagnetic equations over the grid. Because
Maxwell’s equations (not including Poissons’s) are hyperbolic (i.e., they
contain' a natural 9/0t or “update” term), they can be solved in an
effort which is of the order of magnitude of the number of grid points,
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LM in the 2D example discussed earlier. Essentially, one solves a wave
equation. However, this process becomes unstable unless one observes
the Courant speed limit 6t < éx/c in 1D, 6t < §x/cy/2 in 2D, and
6t < 6x/cy/3 in 3D for square and cubic meshes of side éz. In many
applications, scales chosen from other considerations are such that c is
a large number and this restriction of ét results in a severe slowdown.

5.2.3. Spectral Methods and Interpolation

The Courant condition can be overcome by doing the entire field update
in the transform domain. The Maxwell-Hertz-Heaviside laws for the
electric and magnetic fields Eqs. 1- 4 can be conveniently combined
into one equation for the complex field vector F = D + {H/c. When
Fourier transforming, this equation becomes

dF ]

" ck xF = —j (97)
for the spatial harmonic which goes like (exp ik - r). This field equation
is surprisingly similar to that for the particle velocities Eq. 95 and has
the corresponding solution for the transverse part of F:

F! = j x k/k? (magnetostatic field)+
circularly polarized wave rotating at angular frequency ck

(98)

The time intervals at which one joins successive solutions of this form
are dictated by the rate at which j changes, not by the magnitude of
ck.1®

To Eq. 95 we should add an initial condition, namely, Poisson’s

ik-Fr = pr (99)

Fourier transforming all field-like quantities has many advantages.
For instance, the longitudinal part of F (which is just D) can be
obtained from Poisson’s equation as kp/k?. Of course, transforming in
two dimensions rather than only one (as in the fastest Poisson solvers)
makes for an effort of the order LM (logy L + log, M). On the other
hand, the ready availability of well-programmed FFTs and the addi-
tional benefits of spectral methods make up for this increase in effort.

In the transform domain one can perform the filtering, the particle
shaping, an optimization for the spline fitting process, and the trun-
cation of the interaction to be discussed in the section on boundary
conditions. One does not have to use any spatial finite difference cal-
culus for the field equations. However, a grid is still necessary since we

15 The wavevector k = ﬂ/ém,w\/(2)/6m, or 7r\/(3)/6x, according to the number
of dimensions.
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have only discrete numerical Fourier transforms between r space and k
space.

This leaves the problem of interpolation in the mesh. By using high-
order interpolation, one can greatly reduce aliasing and improve accura-
cy. Quadratic and cubic splines have been used, but this soon becomes
expensive.'® Linear interpolation is most commonly used. Interpolation
is also needed when the particles contribute their charge and current
to the p,j arrays.

Linear interpolation is then, in 2D, equivalent to “area weighting”.
For 3D, we have cut down the data look-up (or deposit) effort for linear
interpolation by using a tetrahedral mesh. Each particle references only
the four nearest mesh-point data. The tetrahedra result from drawing
the space diagonals into a cubic mesh and introducing cubic center
data. Interpolation of currents must be done twice in each step of each
practice, once at its old position and once at its new position, since the
current is that due to the movement between the two.

5.3. TECHNIQUES FOR SOLUTION

The crucial equations, Egs. 1 and 2, are in the “update” form, ideally
suited to computers which are themselves devices whose function it is to
update the state of their memory continually, albeit not continuously.
If the time interval 6t between updates is so chosen that during this
interval changes of E and B, as seen by any particle, can be ignored in
Eq. 1 and changes of j can be ignored in Eq. 2, each equation can be
solved exactly for the entire interval no matter how long this interval is:
The Lorentz equation Eq. 5 then produces cycloidal motion in a plane
perpendicular to B, composed of a drift and a gyration Eq. 96. This
may be accompanied by free fall parallel to B, generated by a parallel
electric field component. Given the initial velocity and position, or given
the position and displacement during the preceding time interval, the
displacement during any subsequent interval, and the new position, can
be computed precisely.

5.3.1. Leap-Frogging Particles Against Fields

The average value of the fields E and B for Eq. 95 or the current j to be
used in Eq. 97 is taken to be the actual value at the middle of the time
interval. Figure 5 shows how the updating from average values proceeds
at equal intervals along a time axis. This involves the following:

16 Tn a 3D, EM code, cubic splines would require each particle to look up 384 data
to interpolate the E and the B that acts on it!
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Figure 5. Leap-frogging particles and fields: At time n, cycloids with drifts and
gyrations due to E,, and B, are fitted through 7 and 7,1, to be continued through
Tn41. Displacements Ar,i; determine currents jni1/2 from which the transverse
fields E,,, B,, are advanced to Epy1, Bny1. The longitudinal E, 41 is obtained from
the 7n41. Then, at time n -+ 1, new cycloids (dotted) with drifts and gyrations due
to Enyy and Bryy are fitted through rny and rr, to be continued through rnqo2,
etc.

1. Construct the cycloidal orbit of a particle from t,_; through ¢, to
tne1 using the known mean values of E, and By, at ¢, (the middle
of the interval) and the known particle positions at t,—1 and .

2. This gives the displacement of the particles from ¢, to t,41, and
their final positions at t,11.

3. The harmonic jj of the mean current flowing during the last inter-
val is obtained by summing all the displacements ér with phase
factors exp ik - r given by their mean positions, times g/6t.

4. The transverse fields Fy, are now advanced by ji Eq. 97 from ¢, to
tnil.

5. The longitudinal fields F, are obtained from py at 41 by summing
with the new positions r at 1.

6. The process is repeated from t, through ¢,y and then to tp42.

Each time interval is covered by two cycloids for each particle, one
with drift and gyrofrequency as given by the fields at the beginning of
the interval, the other as given by the fields at the end of the interval.
Both cycloids pass through the same points at the termini Figure 5.

5.3.2. Particle Advance Algorithm

The time interval ¢ must be smaller than ~ wy 1 for proper resolu-

tion of electrostatic plasma oscillations, and wpét < 1 to account for
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synchrotron radiation or for VB drifts. The interpretation and imple-
mentation of this is as an electric acceleration followed by a magnetic
rotation and another acceleration. The updating of the particle posi-
tions and velocities is done using a time-centered second-order scheme,
valid for relativistic particle velocities,

Unew — Vold q Unew + Vold
= F —_— B 100
ot Yo [ * ( 2 ) 8 } (100)

with the scaling!?

5t
pe Btp g Pp (101)
2mg 2mg

Eq. 100 is solved by the following sequence'®,

~1/2

’yl:(l—’UQ/CQ) /

U1 = Y1Vold

ug = uy + E (first half of electric acceleration)
+1/2

vo = (1 +ud/c?) /

u3 = U9 + (;Zfi—Bg) (’YQ'U/Q'J["U,Z X B) x B

ug = uz + E (second half of electric acceleration)

Unew = U4 [1 + (U4/C)2]+1/2 (102)

Tnew = Lold + tUnew

This process is equivalent to rotating the deviation from the gyrocen-
ter drift through the angle 2arctan(¢B6t/2m) ~the “cycloid fitting”~
combined with uninhibited electric acceleration along the magnetic
field. It is second-order and time reversible.

Since this algorithm now properly accounts for the effects of relativ-
ity, particles are automatically restrained from exceeding the speed of
light and need not be artificially braked at c. This limit on the distance
traveled by a particle during a single time step plays an important role
in particle data management.

17 B describes half the electric acceleration and the magnitude of B is half the
magnetic rotation angle during the time step.

18 The sequence is mathematically concise when v = 1. The quantity u is velocity
in the sense of momentum per unit restmass. The relativistic v is obtained from it
as the square root of 1 + (u/c)z. The equation for us is executed by first dividing B
by v2 and then using “1” in place of ~?. This accounts for the m rather than mo in
the angle.
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5.3.3. Field Advance Algorithm .

The advance of the fields through one time step of arbitrary length
(subject to jr = constant) is mathematically just like that of the par-
ticles. According to Eq. 98, Fy consists of a constant component plus
a rotating component. The constant part represents the magnetostatic
field generated by the currents; the rotating part represents a circularly
polarized electromagnetic wave. Again, the advance through any time
interval 6t is straightforward. The longitudinal (purely electric) com-
ponent of the field is updated from the record of p at the end of the
time step using Eq. 99.

We note, so far, we have not invoked finite difference calculus either
in the space or time domain and, typically, the advance of the fields
from Maxwell’s equations is not restricted by any “Courant condition.”
However, 6t is constrained by the fact that E and B should not change
across the range of the orbit excursions during é¢.

Equation 97 is used to trace the evolution of the transverse field
only. The longitudinal, electrostatic field is constructed “from scratch”
at the new time, using the charge density records:

FE% = ikpy/k* (103)

The longitudinal field, then, need not be held over through the par-
ticle move phase: it can be generated directly by Fourier transforming
the charges accumulated during that phase. The transverse field is cal-
culated as follows. A particular solution is constructed from ji using

FI"™% = k x jp /K (104)

To F]'~° one has to add the rotating “electromagnetic” component

E¢™™ (new) = Fi~™ (old) cos k6t — (k/k) x F™™ (old) sinkét  (105)

The new fields are then reconstructed from the updated pieces accord-
ing to

F, (new) = F'° + F " (new) + F° (106)

and this is kept on record for the next field update.
The field seen by a particle must then be obtained by summation
over the entire available spectrum

F(r)=D(r)+iH(r) /e = (2n)"° [, Fre *7dk
= 2m) P LT Fre kT (107)

ke ky ks
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To calculate F, we must introduce a grid over which field values are
generated from the spectrum by FFTs, and we must interpolate the
local field from the grid record. Likewise, charge and current harmonics
must be built up by interpolation into a grid and subsequent FFTs.

Having avoided spatial grids and spatial finite-difference calculus so
far, the introduction of a grid to obtain the electromagnetic fields from
the spectrum Fj leads to difficulties associated with grids: inaccuracies
and stroboscopic effects. These problems are reduced using higher-order
interpolation methods [Buneman et al. 1980].

5.4. ISSUES IN SIMULATING COSMIC PHENOMENA

5.4.1. Boundary Conditions

A major problem in space applications is to simulate free-space con-
ditions outside the computer domain. Complex Fourier methods [with
exp(ik-r)] imply periodic repeats of the computed domain in all dimen-
sions. If the simulation is to represent phenomena in a rather larger
plasma, such repeats are acceptable, but for an isolated plasma of lim-
ited extent they become unrealistic. This problem can be overcome by
keeping a generous empty buffer zone around the domain containing
particles and truncating the interaction between charges beyond a cer-
tain radius so that the nonphysical repeats introduced by the Fourier
method cannot influence the central plasma. This was first applied to
gravitational simulations.

The most elusive boundary problem for space plasmas is the radia-
tion condition. To decide what part of the field in the charge-current-
free space outside the plasma is outgoing and what is incoming presents
no problem in 1D and the incoming part can be suppressed.

In 2D the decision is more difficult. It requires information not only
in the source-free boundary layer at any time but also over its past
history. It almost seems as if, in principle, the entire past history is
needed for the decision. However, Lindman found that a fairly short
history (such as three past time steps) of the boundary suffices for an
algorithm which will suppress all but 1% of the incoming radiation
at all but the shallowest angles of incidence. However, just carrying
an absorption layer in an outer envelope seems quite successful. This
method simply multiplies the electric and magnetic field by a factor
which smoothly approaches zero away from the plasma.

5.4.2. Relativity

A reason for keeping the mass coupled with the velocities in the update
steps is that under relativistic conditions one really updates momenta
rather than velocities. Note, however, that in the ¢B6t/2m terms one
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needs m~! = (m3 + p?/c?)"! where p = mv. During the rotation, this
magnitude of the momentum does not change, but in the electric accel-
eration it does. After the full update of momenta, one must again divide
by m in order to get v = ér/ét. In practice, v rather than the momen-
tum is stored for each particle which means that at the beginning of the
update one must calculate m = mo(l — 52)”1/ 2. Thus, there are three
separate calls to a reciprocal square root in the relativistic advance of
each particle. As system supplied square roots are time consuming and
more accurate than needed for particle pushing, a Padé-type rational
first approximation, followed by a Newton iteration, is used instead.

5.4.3. Compression of Time Scales

The number of steps required to simulate a significant epoch in the
evolution of a real plasma configuration would be many million, typ-
ically, if ¢ has to be of the order w, Lor wy ! In order to bring this
down to the more acceptable range of several thousand steps, one must
compress the time scales. Compressing time scales can be achieved by
(1) decreasing the ions’ rest mass in relation to the electrons’ rest mass,
and (2) increasing temperatures so that typical particle velocities get
closer to the velocity of light.

For an ion (proton) to electron simulation mass ratio of 16, ion
gyrofrequencies wy; = eB/m; will be high by a factor of 1836/16 =
115, ion plasma frequencies wy; = \/n;Z%e? /migp, ion thermal veloci-
ties vri = VKTi/mi, the Alfvén velocity vg = B?%[gn;m;, and the
relative velocity in Biot-Savart attraction v = I \/poL/2m 3> m; will be
high by factor of /1836/16 = 10.7.

The exaggeration of temperatures provides one of several motiva-
tions for incorporating relativity into our codes. Note, incidentally, that
even a 10-kV electron, a temperature typical of many space plasmas,
already moves at 1/5 c.

The exaggeration of “temperatures” of beam or current electrons can
also be achieved by exaggerating the external electric field £, respon-
sible for accelerating the particles. This technique greatly reduces the
number of time steps required to study a phenomenon such as Birkeland
current formation and interaction in cosmic plasma. Since the current
density is proportional to the electric field (i.e., j, = /A = neev, ~
(nee?/me) Et), both the time required for the pinch condition Eq. 9
to be satisfied, and the relative velocity between parallel currents, are
linearly related to E.

Of course, when economy necessitates time compression, the time-
scales must be “unfolded” upon simulation completion.
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5.4.4. - Collisions ' ;

Just as in real plasmas, there are encounters between particles and
these give rise to collisional effects which influence the physics of the
model. Since computer models are limited to some 10 particles whereas
a laboratory plasma may have 1018 — 10%° particles and a galaxy, 10%°
particles, each particle in the model is a “superparticle” representing
many plasma electrons or ions. Thus the forces between model particles
are much larger than in a real plasma and the collisional eflects are
much greater. Fortunately there is a way to reduce the model collisions
to rates comparable with real plasmas. This involves the finite-size
particle method [Birdsall and Langdon 1985].

Here we use a gaussian profile for particles. The shaping is done in
k-space. This is achieved by first building up px and jj for |k| < Kmax
(truncation of harmonics at maximum k), as if each computer particle
were a point and then applying a gaussian filter in k-space [Buneman et
al. 1980). The particle shape is then of the form exp (——rzkg / 2), where
the particle profile factor kj, is left as a users option: many simulations
have used a profile which keeps the spectrum flat up to a fairly large &
and then makes a rapid but smooth slope-off to zero at some desired
Kmaz-

A limit to the maximum acceptable radius of the finite-sized par-
ticles is set by the collective properties of the plasma. If the effective
radius of a gaussian particle is increased much beyond the Debye length,
it takes over the role of the Debye length, causing collective effects to
be altered.

In simulating a physical system, plasma or gravitating, it is usually
sufficient to determine if the system models a collisionless one over
the simulation time span. Experimental determination of the effective
collisional frequency v, in 2D models closely follows the empirical law
[Hockney and Eastwood 1981]

w \ 2
b </\D> }

where w is the width of the particle and Np = nA% is the number of
particles in a Debye square. In 3D simulations, the reduction of v, is
achieved, without increasing Np, by “softening the blow” of collisions-
making the particles into fuzzy balls. Values of ve/wy & 10~3 for gaus-
sian profile particles for Np of order unity have been calculated. This
value is consistent with most plasmas, in laboratories or space.

So far we have only considered collisions between particle species
that are charged. However, in weakly ionized plasmas where the num-
ber of uncharged particles may be hundreds or thousands of times more

-1
Ve

= N7!
wp/2m b
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prevalent, it is often the collision between the.massive ions and the
massive neutral atoms that cause a redistribution of energy, and con-
comitant effects, such as plasma heating. Collisions in weakly ionized
plasmas have been successfully treated by melding PIC algorithms with
MCC-Monte Carlo Collision-algorithms.

PIC codes involve deterministic classical mechanics which generally
move all particles simultaneously using the same time step. The only
part left to chance is usually limited to choosing initial velocities and
positions and injected velocities. The objective for highly-ionized space
plasma is usually seeking collective effects due to self and applied fields.
On the other hand, MCC codes are basically probabilistic in nature,
seeking mostly collision effects in relatively weak fields. For example,
let a given charged particle be known by its kinetic energy Wi, and its
velocity relative to some target particles. This information produces a
collision frequency Veoii = Niarget0 WhinUrelative and a probability that a
collision will occur. This information is then used to describe electron
collisions with neutrals (elastic scattering, excitation, and ionization)
and ion collisions with neutrals (scattering and charge exchange).

The method is to use only the time step of the PIC field solver
and mover, 6t, and then to collide as many particles as is probable
P in that 6t separately. The actual fraction of particles in collision is
P = 1—exp(—veu6t). Note that we have slipped into treating our com-
puter particles as single electrons, not as superparticles; the implication
is that with a sufficient number of collisions, the resultant scatter in
energy and velocity will resemble that of the single particles.

The end result of current efforts at including collisions in PIC codes
due to Monte Carlo methods is the change in velocities of the particles.
Thus, the only change from a collisionless run is that the particle veloc-
ities are varied in a time step. The last task at the end of a time step is
to determine the new (scattered) velocity, and new particle velocities
if ionization occurs (if ionization and/or recombination processes have
been included in the MCC model). Each process is handled separately.
Elastic collisions change the velocity angles of the scattered electrons;
charge exchanges decrease ion energy and change velocity angles; ion-
izations do these and create an ion-electron pair, with new velocities.
The effect on the neutral gas is not calculated because the lifetimes of
the excited atoms are generally less than a time step.

When recombination rates are high, and if the source of energy to
the plasma is terminated, gravitational effects must soon be included
in the particle kinematics.
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5.5. GRAVITATION .

The transition of plasma into stars involves the formation of dusty plas-
ma, the sedimentation of the dust into grains, the formation of stellesi-
mals, and then the collapse into a stellar state [Alfvén and Carlqvist 197
8]. While the above process appears amenable to particle simulation,
a crude approximation of proceeding directly from charged particles
(actually a cloud of charged particles) to mass particles is made. The
transition of charge particles to mass particles involves the force con-
stant, that is, the ratio of the coulomb electrostatic force between two
charges q separated a distance r,

2

q
Fo(r) = 3 (108)

to the gravitational force between two masses m separated a distance
T?

Gm?2

: (109)

Fg(r)=—

r

In the particle algorithm this change is effected by the following:
1. Changing all particles to a single species.

2. Limiting the axial extent of the simulation to be of the order of
less than the extent or the radial dimension (i.e., about the size of
the expected double layer dimension).

3. Setting the axial velocities to zero.

4. Setting the charge-to-mass ratio equal to the negative of the square-
root of the gravitational constant (x4mweo).

This last change produces attractive mass particles via the transfor-
mation () = pq(r) in the force equation F = -V, where

2

q
= - 1
g (1) ==~ (110)
and
G 2
v (1) =" (111)

are the electrostatic and gravitation potentials, respectively.
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5.6. SCALING LAws '
The scaling of plasma physics on cosmical and laboratory scales gener-
ally involves estimates of the diffusion in plasma, inertia forces acting
on the currents, the Coriolis force, the gravitational force, the centrifu-
gal force, and the j x B electromagnetic force.

Specification of plasma density, geometry, temperature, magnetic
field strength, acceleration field, and dimension set the initial condi-
tions for simulation. The parameters that delineate the physical char-
acteristics of a current-carrying plasma are the electron drift velocity

B=2 (112)

_ v _ (Ap/A) (wpbt)

= — 11
Pen c cbt/A (113)
and the thermal/magnetic pressure ratio
5, = nekT, + nikTi _ (Ap /A (wpbt)? 4 (1 + T/ T.) (114)

B2/2ug (ct/A)? (weo/wp)?

The parameter 6t is the simulation time step, A is the cell size, and ¢
is the speed of light. All dimensions are normalized to A and all times
are normalized to §t. The simulation spatial and temporal dimensions
can be changed via the transformation

bt bt _

N
where A’ = @A and 6t' = aét, for the size/time multiplication factor
a. The values of n, T, B, and E remain the same regardless of whether
the simulations are scaled to A and 6t or to A’ and ét'.
One immediate consequence of the rescaling is that, while the dimen-
sionless simulation parameters remain untouched, the resolution is reduced,
that is,

(115)

wbt = W't (116)

where W' = w/a rad s~ 1 is the highest frequency resolvable.
To convert simulation results to dimensional form, it is sufficient to
fix the value of one physical quantity (e.g., By).
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5.7. THREE DIMENSIONALITY '
As in laboratory plasmas, astrophysical and space plasmas are three
dimensional in nature even if their source is symmetrically two-dimen-
sional. Lindberg [1978] found that full physics models and approxi-
mations were of secondary importance to a three dimensional spatial
description in benchmarking observations of a charged particle beam
flowing along a curved magnetic field. The problem is now known as
the Reverse Deflection Problem.

The Reverse Deflection Problem is a relatively simple experimen-
tal setup consisting of a plasma gun source with external coil magnets
arranged to produce a curved magnetic field. The plasma gun is ener-
gized and charged particles are emitted into an initially linear magnetic
‘guide’ field. However, as the beam encountered the bend in the field,
all a priori theoretical predictions and two dimensional simulations of
the beam kinetics were incorrect (Figure 6). Furthermore, the initially
cylindrical beam contracted into a flat slab.

Once this behavior was observed, Lindberg demonstrated that the
reverse deflection could be qualitatively understood on the basis on
classical and electric circuit theory if the backward drift of high energy
electrons were accounted for [Alfvén 1981]. When the plasma enters
the curved field, it induces a transverse electric field E = —v x B. This
region then becomes a generator driving the current in an upward,
transverse, third dimension, that then becomes polarized because of its
Jow transverse conductivity (Figure 7).

6. Further Developments in Plasma Simulation
6.1. PARALLELISM

As pointed out, data management problems dominate the subject of 3D
plasma simulation using particles-in-cell. In the novel computer archi-
tectures, with their high degree of parallelism, data transport becomes
an even more important issue. Computing efficiency depends critically
on (topological or physical) data proximity in the basic procedure of a
problem. “Local” algorithms, such as finite-difference equations, have
preference over “global” algorithms, such as Fourier transforms (Note
that the calculation of each single Fourier harmonic requires the entire
data-base). With this in mind, new 3D plasma codes have been con-
structed. In these the particles are advanced just as in Eqgs.(8.6)-(8.8),
but Maxwell’s equations are integrated locally over a cubic mesh in the
form:
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predicted single particle flow in the
first approximation.

predicted self-polarized plasma beam
flow straight on along the EXB drift.

——————— = predicted short-circuited self-polar-
————————— S\ ized beam flow by depolarization
N currents.
\
N
————————— = \:;_}‘\ predicted high-conductivity, high-
———————— ==\ ! Kkinetic energy plasma beam 'stretch-

\\\\l | ing and pushing the magnetic field
\ lines aside.'

observed beam flow.

curved magnetic field line

Figure 6. Classical predictions and the real behavior of a plasma beam, initially
moving parallel to a guide magnetic field, when entering a curved field region. The
last frame shows, contrary to all predictions, a reverse deflection of the beam out of
the guide field. Only when the experiment is simulated in three dimensions is the
correct solution, including beam flattening, obtained. Figure courtesy of H. Alfvén.

1. change of B-flux through a cell-face = - circulation of E around it.

2. change of D-flux through a cell-face = circulation of H around it
- charge flow through it.

The E— or D— data mesh is staggered relative to the B— or H—
data mesh both in space and time.

This method has the advantage that needs to be satisfied only at the
beginning of a run (where it becomes a triviality of initialization): it
is automatically carried forward in time by consistent determination of
the charge flow between cells. Thus Poisson’s equation does not have
to be solved. Poisson’s equation is “global”: The solution anywhere
depends on the data everywhere.

The algorithms for a simplified version of TRISTAN, a fully three-
dimensional, fully electromagnetic, and relativistic PIC code, are found
in Physics of the Plasma Universe [Peratt 1992].
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Figure 7. Kinetic and Electromagnetic components in the Reverse Deflection Ezper-
iment. Figure courtesy of H. Alfvén.

6.2. ISIS

ISIS is a multidimensional electromagnetic particle code, including three-
dimensional capability, developed to treat particle-beam propagation
in vacuum or plasma for realistic problems in pulsed-power transmis-
sion lines, high-power microwave generators, particle accelerators, and
high-energy-density plasma applications. A description of the ISIS algo-
rithms are given elsewhere [Jones and Peter 1985].

A major difference between ISIS and the older Fourier Transform
versions of SPLASH or TRISTAN is that the ISIS uses finite-difference
equations that are integrated over a spatial mesh having great general-
ity in shape and coordinate system; e.g., the meshing may be nonlinear
with many more zones inserted where known complex plasma motion
occurs. Another major difference between SPLASH and ISIS is that
in the former all quantities are scaled to the Debye length Ap where-
as in the latter all quantities are scaled to the Electromagnetic Skin
Depth Ag. In addition, affordable simulation with SPLASH/TRISTAN
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is usually accomplished by using ‘light ions.” A hybrid version of ISIS
overcomes this problem.

All space-time relationships in ISIS are in cgs units'®. Variables are
scaled by a plasma frequency, wg, or equivalently, by a plasma density
ng, which is arbitrary. Code units are denoted by a tilde and are related
to real units via the expressions:

t= twg, time
= xwg/c, length
0= v/c, velocity
v = ymc?, energy

Yo = yuvme, momentum

. -1
E=F (47m2m02> = eE/mcwg = (Ag/511) Exy/em, electric field

. -1
B=B (47rngmc2) = eB/mcwg = wg/wg, magnetic field

The value of wg may be defined in either of the following two ways:

1. Choose wg

c/wg is equal to an easily recognizable unit.

= constant such the electromagnetic skin depth Agp =

2. Once one parameter is fixed in a simulation, all other parameters
can be scaled to it. For example, allow wg to remain arbitrary by
setting the code density of one species in the simulation to unity.
Then lengths, times, electromagnetic fields, currents, etc., are scale
to any arbitrary value of ng for that species. The density value of
the other species are set by the ration of their density specified in
the calculation to ng.

Selection of the values of cell sizes AX, AY, AZ, and step size
AT (where X,Y,Z = z,y,2/ g, and T = wgt } are very important to
insure that the simulations has sufficient spatial and time resolution to
solve the physics of the problem. In practice the stability constraints
of AT are more demanding than those imposed by resolution and will
determine its value. Spatially, at least six cells are required to resolve

19 the text of this paper is in MKS units



150 ANTHONY L. PERATT

a wavelength in any direction. A more appropriate number is twelve
cells. l

6.2.1. Electrons as a massless fluid

A hybrid ISIS model exists where the ions are treated kinetically via
the PIC methods described above while the electrons are treated as
a massless fluid. Hybrid simulation methods are useful in modeling
low frequency plasma phenomena. The basic idea is to treat the elec-
trons as a fluid, usually neglecting the electron mass and to treat the
ions by the particle-in-cell method. This method allows following the
dynamics of the plasma on the ion time scale, i.e., the ion gyroperiod
in a magnetized plasma. The particle-in-cell method essentially solves
the collisionless Boltzmann equation for the ions, giving a more com-
plete description on the phase space evolution than a hydrodynamic
model. Some approximations have been made that attempt to model
the electron-ion collisional interaction, and ion-ion collisions have been
treated through particle-pairing methods. As a result, hybrid methods,
although suitable for following the time scales of interest, have not been
optimally applied to high density collisional plasmas.

In general, the momentum equation for the electron fluid is

Me (%”f%—ve-Vve) = —¢e(F+ve x B)
__V_(_TL?%C_Z@_)_ _meZVie (Ue_Ui)

(117)

where ve and v; are the electron and ion fluid velocities and v is
the electron-ion collision rate. In taking the limit of this equation as
m, vanishes, it is assumed that v, becomes infinite so that the prod-
uct viem, remains finite. Furthermore, we will assume quasineutrality,
which allows us to replace n, with 3_; Z;n;, the ion density.

Taking the limit as m. goes to zero and using the quasi-neutral
assumption, we obtain

—je x BV (pekTe)  me
E = - -— E 3 — U 11
Pe Pe€ e = Vie (ve v) ( 8)

where the ion charge density p; = —pe = ene and je is the electron
current density. In the usual hybrid approximation, this equation is
solved for E under the assumption of a zero displacement current. The
magnetic field is then advanced in time by Faraday’s law Eq. 1.

The first term on the right hand side of Eq. 118 is used separate-
ly to advance the magnetic field in a subcycling procedure. The elec-
tron current density in this equation is determined from Ampere’s law
neglecting the displacement current and is given by
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In vacuum regions, the electric field is advanced with Ampére’s law
Eq. 2, including the displacement current. These equations are subcy-
cled to satisfy the vacuum Courant condition. After the subcycling is
completed, the last two terms of Equation 118 are added to the electric
field and the corresponding magnetic field from Eq. 1 is also included.
Using these electric and magnetic fields, the ions are treated in the
usual particle-in-cell manner. '

The second term of Equation 118 is the gradient of the electron
pressure and is the usual hydrodynamic force term. The last term of
Equation 118 is due to the collisional drag.

The electron temperature 7, in Eq. 118 can be entered via a num-
ber of different ways. For example, the simplest model would have only
isothermal electrons. However, in general, the electron temperature
would derive from an electron energy equation that includes electron-
ion temperature coupling, electron-radiation coupling, heat transport,
advection, and other electron energy source/sink mechanisms.

7. Advances in Numerical Modeling Techniques
7.1. MULTI-LEVEL CONCURRENT SIMULATION

The numerical modeling of complex physical phenomena requires the
usage of a number of models of varying complexity. The near-Earth
ionosphere-magnetosphere coupling problems is a prime example. Parts
of the system require only simple electrical circuit analysis, while parts
require a full first-principles treatment in fully three dimensional space.
Not every step of the modeling process requires the most sophisticated
models. In the past, it has been the modeler’s responsibility to make
intelligent choices as to which model to use and then the modeler would
rely on experience and insight to interface the results of one code as
inputs to the next code. This painstaking process has evolved today
into what is called Multi-Level Concurrent Simulation (MLCS) [Jones
1995].

As a paradigm, MLCS is a way of facilitating the design by inter-
facing the various components of the process. Recent advances in dis-
tributed computing naturally lend themselves to this structure, using
various computational tools from a variety of platforms to concurrent-
ly model various levels of the problem. This concept involves various
pieces of computer hardware networked to access program libraries,
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empirical design curves and powerful first principles physics models
through a common interface. l

In spite of the fact that modelers of complex plasma phenomena
have developed expertise in areas such as implicit numerical techniques,
hybrid models, adaptive grid methods and multiple time scale pertur-
bation methods, modelers are still often faced with inadequate tools
because of disparate time and spatial scales. Advances in computing
hardware promised by the Accelerated Scientific Computing Initiative
(ASCI)? offer the hope that more first principles approaches can be
applied to complex problems. However, the demand always exceeds the
resources. Furthermore, many models are not stable enough to be used
for the extremely long time scales needed to model some systems from
first principles, even if the computing resources are available.?! Thus,
robustness in new modeling techniques must match the new capabilities
in hardware performance.

7.2. THE HIERARCHY OF SCALING

The need for multiple time and spatial scale modeling in science is
ubiquitous. Often modeling of physical systems is essentially impossi-
ble because first principles physical models are too resource intensive
to be used on the space and time scales needed to answer the pertinent
question at hand. Even if massively parallel computers can, in the near
future, reach the teraflop regime as promised, present day algorithms
and models may not be numerically stable enough to be useful. Sys-
tematic methods of treating multiple scales would significantly impact
the modeling of complex plasma processes of laboratory or astrophysi-
cal dimensions and numerous other scientific disciplines. A NASA space
weather initiative has need for accurate plasma models that reflect both
large scale and small scale phenomena.

The coupling of disparate spatial and/or temporal scales is at the
heart of many scientific modeling efforts and indeed forms the core
research in modeling the effects of microphysics on macrophysics scales,
including the effects of turbulence on hydrodynamic modeling, hybrid
plasma simulation models for magnetic fusion and space plasmas, and
subgrid models in electromagnetic modeling. Advanced modeling also
has a need for physics of radiation transport, hydrodynamics, plasma
physics, and atomic physics in integrated modeling tools. Most plasma

20 ASCTis a U.S. Department of Energy program to advance the state of numerical
computation by accelerating the current multi-hundred-megaflop, large platform,
computer speed to the 100 teraflop (10** floating operations per second), by the
year 2002.

2l In some circumstances involving multitasking applications on a Cray-YMP,
where 6 processors are used simultaneously, 350 Mflops speeds can be reached.
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physics problems exhibit an extended range of time and spatial scales.
In particular space plasmas have multiple scales involving electron and
ion motion, sheaths, and other phenomena that may involve the growth
of instabilities, the generation of large electric fields, and the subsequent
acceleration of the charged particles to high energies.

The difficulty in using existing tools concurrently is that there often
exists a disparity in scale between the various models. Distributed com-
puting is only part of the solution to this problem. Execution times for
different models could be tailored to specific hardware on the network.
For example, simple systems models may run concurrently on a per-
sonal computers while sophisticated physics models are running on the
ASCI machines, filling in the unknown parts of the system database.
Obviously one is not always lucky enough to have the answers come
out at the right time to make this process efficient [Jones 1995].

Optimization of fidelity in physical modeling is paramount in the
development of high-performance computing techniques. Multi-level
concurrent computing now appears possible because of recent advances
in numerical differencing techniques, and the availability of distributed
computing resources. However, to make Multi-level concurrent simula-
tion viable, development is required with regards to reduced space and
time scales modeling, robust algorithms, distributed computing, and
modular code construction.

7.3. REDUCED SPACE AND TIME SCALES

The basic problem is how to represent the fundamental, relatively
small-scale, physical processes, which often take place at relatively
small or microscopic length scales, in models which describe the rel-
atively large or macro scale response of systems of interest with larger
dimensions. Multiple time/spatial scale perturbation theory and other
techniques may be used to formulate the effects of micro scale physics
on longer space and time scales.

An example is the recent development of “collision field” methods
to incorporate Coulomb collisions into a hybrid particle-in-cell code
in order to model semicollisional plasmas. The effect of short range
collisions is mediated through a field to study the nonfluid behavior of
plasma in which the ion mean free path is comparable to the dimensions
of the system being studied [Jones et.al. 1996]. This technique has been
applied to ICF and magnetospheric problems [Jones et. al. 1995; Miller
et. al. 1995].
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7.4. ROBUST ALGORITHMS .

An example of robust algorithms is the work on coupling lumped circuit
models to 3D Maxwell equation solvers. In this example, the disparate
time scales make the problem numerically stiff. A complex form of time
differencing involving multiple time scale analysis to integrate over the
fast time scale to provide difference equations for the slower time scale
proved to be a remarkably robust algorithm [Thomas et. al. 1994].

7.5. DIsTRIBUTED COMPUTING

The subject of Multi-Level Concurrent Simulation (MLCS) is close-
ly related to distributed computing, object oriented computing, and
aspects of distributed computing that are gaining use such as object
request brokers. The purpose of distributed computing is to couple
models together. However a problem exists in distributed computing in
that there are no accepted, platform independent methods presently for
this type of approach to computing, and also the networks are rather
slow as well. This problem may be solved in the marketplace in the next
few years. A problem regarding the necessity of high data rate transfers
apparently will be solved with introduction of optical networks lead-
ing to 38-42 GHz 'broadcast’ transmitters at central locations with
transceiver/antenna cards located on site.

The reason why the multi-processing client-server paradigm and
object oriented programming fit well together is that the two deal with
very different aspects of software. Whereas object oriented program-
ming deals with abstractions of state and behavior, multiple processing
deals with abstractions of schedule and sequence. These abstractions
have very little overlap, so the two paradigms work well together.

7.6. MopuLAR CODE DESIGN

The advantage of linking models together over multiple scales suggests
a modular code development approach that adapts itself well to a hier-
archy of space and astrophysical plasmas.

Ome can then envision modularizing the 3D full physics codes by
using the MLCS approach to link independently developed modules
for magnetohydrodynamics, transition regions, double layers, particle
dynamics, and electromagnetic radiation.

8. Advances in Numerical Modeling Platforms

The necessity for ever faster and larger memory and storage capabilities
in the computing environment is illustrated by the following example
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involving the PIC simulation of an inertially confined plasma. Consider
as the driver a neodymium glass laser beam at wavelength A\g = 0.35um
in the form of a pulse lasting several hundred picoseconds interacting
with a cryogenic deuterium—tritium pellet with a total interaction vol-
ume of 1 mm3. At this wavelength, the scale size of the simulation
is approximately 3 x 10'°)\3. For a mesh size of Xo/20, this problem
requires 2 x 10! zones to simulate the laser-plasma evolution.

The field memory associated with this problem is ten or more words
per zone??. The particle memory associated with this problem is six
words per particle. Plasma spatial resolution requires about 100 parti-
cles per zone while 3 to 25 us may be required to advance one particle
per timestep in three dimensions. Particles dominate both memory and
time. The particles require 600 words per zone and up to 2.5 ms per
zone per timestep. Thus, this problem may require a total of 2 x 1016
particles, 1.2 x 10'7 words (one cpu), and some 5 x 10! seconds per
timestep, i.e., sixteen thousand years.

Thus, the simulation of this problem appears intractable and when
this analysis is applied to galactic dimensioned plasmas (of order 10%°
particles), PIC simulation appears impossible.

However, postulate a computer capability of one central processor
unit (cpu) per 60 megawords. This corresponds to ten million particles
or a maximum of 250 seconds per timestep. For a one picosecond sim-
ulation, the timestep at the laser frequency f = ¢/Ao = 8.96 X 1014 Hz
is approximately 1 ps/8.96 x 104Hz, or 4 x 105 cpu seconds (46 days).

Current three-dimensional PIC simulations generally employ 10-50
million particles, but as many as 250 million particles have been used.
Expenditures of 350 cpu hours on an 8-processor, 32 Megaword, YMP
machine to simulate a 3 million particle, 1 million cell plasma problem
are not uncommon. However, to double the resolution of a PIC simula-
tion requires a performance increase of 24, a factor 2 in each dimension
plus a 1/2 timescale due to the Courant condition.

For a problem involving only a few hundred timesteps, a 3D PIC
simulation on a Cray J90 dimensioned as 128 x 128 x 200, with 206
megawords of memory might require 1.3 X 10% seconds (1.5 days) cpu
time. If the dimensionality is increased by a factor 16 x 16 x 5, the
memory is increased to 264 gigawords and the time to 164 X 108 seconds
(1900 days). For a dimensionality increase of 16 X 16 x 25, the memory
is 1.32 terawords and the time is 822 x 10° seconds (9500 days).

The increase in performance demand is also true of MHD codes.
A 2D MHD code with 45 x 100 zones can require 9 hours cpu time
on a YMP for problem completion. The addition of a third dimension

22 This requirement depends on whether 32 bit words are used on a workstation
or 64 bit (8 byte) words are used on a supercomputer.
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Table 1. Cray J90 hardware parameters.

Item Parameter

Technology (CPU) CMOS

Clock period 10 ns

Number of CPUs 32

CPUs per processor module 4

Peak performance 200 MFLOPS per CPU
Technology (memory) 70 ns CMOS DRAM
Memory size 1 - 8 Gbytes, (128 - 1024 Mwords)
Total memory bandwidth 51.2 Gbytes/s

Number of IOSs 16

I/O bandwidth 1.6 Gbytes/s

45 % 100 x 100 costs 100 times more and the inclusion of full radiation
analysis takes 50 times as much time as the magnetohydrodynamics, so
that 2000 equivalent YMP days are required. For convenience, typical
operational parameters of a Cray J90 machine are tabulated in Table
L.

However, these problems can be solved in about a day on a teraflop
machine and in minutes on a petaflop machine.?® Figure 8 illustrates
the history of the performance speed of supercomputers and micropro-
cessors versus year of operation.

In the United States, five governmental agencies are sponsoring the
Petaflops initiative, the advancement of high performance comput-
ing capabilities into the petaflop (10*® flop) range. For example, the
Department of Energy has established an Accelerated Strategic Com-
puting Initiative (ASCI) whose purpose is to advance the availability of
tightly coupled massively parallel processor and coupled shared mem-
ory processor clusters; and incorporating high-speed interconnects in
a seamless, distributed computing environment. To achieve this goal,
ASCI is supporting three memory options for the development of ter-
aflop machines, respectively designated ‘red’, ‘blue Pacific’, and ‘blue
mountain’.

8.1. ASCI Red

The ASCI Red platform effort will bridge the gap between giga-scale
and tera-scale computing to accommodate the five-order-of-magnitude
increase in performance required by “full-physics”, “full-system” sim-

23 1 Teraflop is equivalent to 5,455 YMP equivalents while a Petaflop is equivalent
to 5 and one-half million YMP equivalents.
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Figure 8. Performance speed of supercomputers and microprocessors versus year of
operation.

ulation. The first deliverable in this effort is the 1.8 TFLOPS ASCI
Red Supercomputer, a distributed memory system utilizing 9000 Intel
P6 microprocessors and is nominally rated at 1.8 teraflops (1.8 x 10'2)
flops with 512 gigabytes of memory (Figure 9). The machine will be
located at Sandia National Laboratories.

8.2. ASCI Blue Pacific

A second platform called ASCI ‘blue’ is a shared memory processor sys-
tem that consists of 512 nodes, each composed of eight-processor SMP
units, for a total of 4096 IBM-Motorola PowerPC 604 RISC micro-
processors. This machine has a rated capacity of 3 x 10'? flops and
2.5 x 10'2 bytes of main memory. This machine is located at Lawrence
Livermore National Laboratory.



158

ANTHONY L. PERATT

Table II. ASCI Red system hardware parameters.

Item Parameter
Compute Nodes 4,536
Service Nodes 32

Disk 1/0 Nodes 32

System Nodes (Boot and Node Station) 2

Network Nodes (Ethernet, ATM) 6

System RAM 594 MBytes
Topology 38 x 32 x 2

Node to Node bandwidth - Bi-directional
Bi-directional -Cross section Bandwidth
Total number of Pentium Pro Processors
Processor to Memory Bandwidth
Compute Node Peak Performance
System Peak Performance

RAID I/0O Bandwidth (per subsystem)
RAID Storage (per subsystem)

800 MBytes/sec
51.6 GBytes/sec
9,216

533 Mbytes/sec
400 MFLOPS
1.8 TFLOPS
1.0 Gbytes/sec
1 TByte

Table I11. ASCI Blue Pacific system hardware parameters.

Item Parameter
Compute Nodes 512
Number of Microprocessors 4096

Microprocessors

RAM 64 MByte
Memory bandwidth 256 bit
Internal disk storage 2.2 Gbyte

Bus speed 160 MByte/sec
System Peak Performance 3 TFLOPS

PowerPC 604 (to be upgraded to to 630 chip)

8.3. ASCI Blue Mountain

A third machine, ASCI Blue Mountain, installed at Los Alamos Nation-
al Laboraory is to have a nominal performance of three teraflops using
256 Silicion Graphics/Cray MIPS R10000(TM) microprocessors. A total
of 3,072 processors will be in operation by 1999 providing a combined
computational capability of 4 teraflops. The speed/memory delopment
plan is outlined in Figures 9 and 10.
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Figure 9. Estimated computing speed, memory, storage, transfer rates, and network
speed versus year, 1996-2003.

9. Conclusions

Contrary to popular and scientific opinion of just a few decades ago,
space is not an ‘empty’ void. It is actually filled with high energy par-
ticles, magnetic fields, and highly conducting plasma. The ability for
plasmas to produce electric fields, either by instabilities brought about
by plasma motion or the movement of magnetic fields, has popularized
the term ‘Electric Space’ in recognition of the electric fields system-
atically discovered and measured in the solar system.?* Today it is
recognized that 99.999% of all observable matter in the universe is in
the plasma state.?

24 The metaphor ‘Electric Space’ was coined by Dr. Carolyn T. Brown, Assistant
Associate Librarian for Area Studies (management of non-English collections and
their scholarly use) at the Library of Congress and is the theme of the Space Science
Institute traveling exhibition on the plasma universe supported by the National
Oceanic and Atmospheric Administration and the National Science Foundation.

2 The importance of electromagnetic forces on cosmic plasma cannot be overstat-
ed; even in neutral hydrogen regions (~ 10™* parts ionized), the electromagnetic
force to gravitational force ratio is 107
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Plasma science is rich in distinguishable scales ranging from the
atomic to the galactic to the meta-galactic. Plasmas of differing size or
constituency also tend to be systematically coupled by electromagnetic
forces. The problem of understanding the linkages and couplings in
multi-scale processes is a frontier problem of modern science involving
fields as diverse as high-energy-density plasmas in the laboratory to
galactic dynamics.

Unlike the first three states of matter, plasma, the fourth state of
matter, involves the mesoscale. Thus, in the study of astrophysical and
space plasmas, the behavior of the near-earth plasma environment may
depend to some extent on the solar and stellar plasmas that are part of
the galactic plasmas. However, unlike laboratory plasmas, astrophysical
plasmas will forever be inaccessible to in situ observation. The inability
to test concepts and theories of large-scale plasmas leaves only virtual
testing as a means to understand the universe. Advances in in com-
puter technology and the capability of performing physics first prin-
ciples, fully three-dimensional, particle-in—cell simulations, are mak-
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ing virtual testing a viable alternative to verify ,our predictions about
the far universe when the simulations are verified by benchmarking
to high-energy-density plasmas produced in the laboratory by intense
laser beam and pulsed-power facilities.

The advocacy of first principles numerical modeling of the plasma
state requires the elimination of constructs or ‘inventions’ that were
demanded by lesser capability machines used to support one and two-
dimensional simulations. Thus, in synergism with availability of multi-
teraflop computer platforms, particle-in-cell simulations devoid of the
magnetohydrodynamic fluid approximations and in fully three-dimen-
sional space are expected to find increasing application in modeling
capabilities. The first principles approach will require a reexamination
of the formulation used to describe the plasma state. The move from
pure MHD to PIC simulation also makes possible the benchmarking of
the radiation observed from either laboratory or astrophysical plasmas
over the full electromagnetic spectrum, to the extent that the advanced
platform will support the necessary space/temporal resolution.

To fully utilize the availability of sub-petaflop or petaflop computer
speed/memory architectures, a new simulation methodology such as
parallelism for multiprocessors and multi-level concurrent simulation
techniques with its concomitant demands of the advancement in multi-
ple time and spatial scaling, robust algorithms, distributed computing,
and modular code design is required. The end benefit is sobering: simu-
lations that today would require cpu times of decades will be completed
in days and ultimately, minutes.
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